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Abstract

Natural behaviors, even stereotyped ones, exhibit variability. Despite its role in ex-
ploring and learning, the function and neural basis of this variability is still not well
understood. Given the coupling between neural activity and behavior, we ask what
type of neural variability does not compromise behavioral performance. While
previous studies typically curtail variability to allow for high task performance in
neural networks, our approach takes the reversed perspective. We investigate how
to generate maximal neural variability while at the same time having high network
performance. To do so, we extend to neural activity the maximum occupancy
principle (MOP) developed for behavior, and refer to this new neural principle
as NeuroMOP. NeuroMOP posits that the goal of the nervous system is to max-
imize future action-state entropy, a reward-free, intrinsic motivation that entails
creating all possible activity patterns while avoiding terminal or dangerous ones.
We show that this goal can be achieved through a neural network controller that
injects currents (actions) into a recurrent neural network of fixed random weights
to maximize future cumulative action-state entropy. High activity variability can
be induced while adhering to an energy constraint or while avoiding terminal states
defined by specific neurons’ activities, also in a context-dependent manner. The
network solves these tasks by flexibly switching between stochastic and determin-
istic modes as needed and projecting noise onto a null space. Based on future
maximum entropy production, NeuroMOP contributes to a novel theory of neural
variability that reconciles stochastic and deterministic behaviors within a single
framework.

1 Introduction

From opening a door to crossing the street, everyday life hinges on reliably executing actions. Despite
that, natural behaviors, including repetitive movements from expert athletes [} 2} 3| 4], exhibit
variability [5,16,[7]. The mechanisms governing the emergence of this variability from the central and
peripheral nervous systems remain unclear. Variability of neural activity in motor cortex [8, 9} [10]] and
subcortical structures [11}[12] controlling muscle movements, as well as state changes of the effectors
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due to, e.g., fatigu€l3, [14], might contribute to the observed behavioral variability. However, as
behavioral variability is also observed at longer time scales during percef@&pfd], decision
making [L7,16,5,[18] and planning[19], neural uctuations in most parts of the braigd, 21, 22]
might be involved in the generation of variable behavioral repertoires as a whole.

Several mechanisms have been put forward for the generation of neural variability, including synaptic
noise within neural circuits?3, [24] or non-linear network interactions leading to variable activity
patterns|25, 26, 27, 28]. These proposed mechanisms are predominantly designed to describe
variability during spontaneous activity — in the absence of sensory stimB8,20] or in response to
simple stimuli R9,130], most frequently outside a complex task. In other theoretical studies where the
goal is to maximize network performance in a task, variability is typically suppressed after learning
[31,132,133]. If anything, the initial noise or activity variability is used as means to regularize and
promote exploration during learnin@4,(35], but they are considered to be unnecessary thereafter.
This approach is also the one taken in state-of-art reinforcement learning, where variability is added
during learning, but during task execution policies are forced to be determihistic |36, 37].

Given these two coexisting sides of natural behavior — namely, high task performance in spite
of large variability — we ask whether it is possible to have neural networks generating maximal
variability while at the same time being able to exibly switch to deterministic behavioral modes
when needed. We surmise that generating neural variability is a fundamental goal of the nervous
system, as it enables the exploration of its entire dynamical range. This idea parallels the one that
neural activity should be variable to generate the vast behavioral reper@8/&5/89,140,41] as the

ones empirically observe®[18,42,[11]. The sought neural variability needs to be highly structured

in order to avoid non-adaptive behaviors. One relevant example comes from reaching tasks, where
neural activity is indeed found to be con ned in null spaces as to avoid undesired move#gints |

To address the above question, we build on the maximum occupancy principle (MOP) developed for
behavior @4, /45], which posits that agents ought to occupy action-state space by generating all sorts
of action-state paths compatible with the dynamical and environmental constraints. Applied to neural
activity, we introduce NeuroMOP, which puts forward the hypothesis that the brain should generate
maximum entropy in the neural activity paths. Importantly, this entails avoiding the terminal states
where further entropy cannot be generated. This principle aligns with a broad body of Reinforcement
Learning (RL) literature on reward-free algorithms based on purely-entropic obje@ixes5[ 47].

By optimizing the cumulative sum of future action-state entropy, NeuroMOP emphasizes seeking
future variability to the extent that does not compromise performance. By properly de ning terminal
states as absorbing states where no more entropy can be generated, this principle seeks variability
while also generating behaviors that guarantee future “survival'.

In this paper, we employ random recurrent neural networks (RNNs) of xed weights as a simpli ed
representation of brain dynamics, and we let them interact with a stochastic input current generator
following MOP (Fig. 1). The input current generator (thgen) is designed to maximize the entropy

— hence, the variability — of the series of currents (a function ofttimng it injects in the RNN (the
environment As expected, variable currents lead to variable neural activities, but this variability
becomes structured in order to avoid dangerous (terminal) states. To bridge neural variability with
functionality, we test our architecture in a series of different problems. First, we show that the
NeuroMOP network learns to satisfy energy constraints, while generating large neural variability.
Second, a subset of RNN neuron activities can be con ned within complex regions while remaining
free within the region, thereby “drawing' different symbols, also in a context dependent manner.
Crucially, the NeuroMOP network not only learns to effectively solve tasks, but it maintains a high
dimensionality of action signals whenever possible, allowing the visitation of a wide range of activity
patterns. By exibly reducing its dimensionality when close to terminal states, we show that low
dimensionality is an emergent property under constrained tasks where higher dimensionality is the
default mode.

2 Methods

2.1 NeuroMOP architecture: controller and RNN

The NeuroMOP architecture consists of a controlégyen) injecting currents into an RNN of xed
random weightsdnvironmenit(Fig. 1). The stat& 2 RN of the RNN, where; is the activity of



Figure 1: Schematic of the NeuroMOP network. At each time step the controller reads the activity
(state) of the RNN and samples an act#ofiom the policy ( jx). Using the optimal policy in Eq. 4
requires predicting the effect that each of the possible ac6f2 A (x) would have on the state of

the RNN by computing the successor steffex; atk)) and then evaluating the corresponding value
functionV x%x;a(®)) in that state. The value function is approximated by a feedforward network
(FFN). Once sampled, the low-dimensional actois expanded and transformed into currdntsa

a matrixK and fed into the RNN. Next, the RNN state evolves one time step and the loop is repeated.
The weights of the FFN are trained via gradient descent using as cost function the Bellman error
stored along a batch of trajectories.

neuroni = 1;:::;N, follows the dynamics
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where () is a non-linear transfer function, is the integration time step of the dynamics, and)

are currents injected by the controller in the RNN neurons. The recurrent connections of the RNN
are xed and sampled from a normal distributialj, N (0;g?=N). We use a saturating transfer
function () = tanh( ), which leads to chaotic dynamics when the internal recurrent connections
are strong enougt?p] (see Fig. 2a). Results for RNNs with non-saturating (ReLU) transfer functions
are shown in Appendix F.

Attimet, the controller samples a randautiona from a state-dependent, stationary poligyjx).

The action is arM -dimensional discrete vectar2 A (x); we will consider below the presence

of terminal statex?, where the number of available actions is drastically reduced. Based on the
generated actioa, the controller injects into thieth neuron the current

bl
li(t) = Kik a ; 2)
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whereK ik U(0;1) are positive input weights sampled from a uniform distribution arnsl a
parameter that scales the strength of the current. Thus, internal aatioegxpanded via the random
matrix K into N -dimensional currents. This expansion allows us to study the harder problem of
controlling the RNN's dynamics using actions with reduced dimensionalityM.e., N, but our
framework also works for projections] > N .

The controller follows MOP, that is, it aims at occupying action-state path sgdkeqere we restrict
ourselves to action paths, and show the general action-state framework in Appendix D. We assume
that the controller gets an intrinsic reward ofn (ajx) for generating actioa when the network

is in statex at timet, being the largest when the generated action has low probability under the
current policy . The controller does not greedily maximize this immediate intrinsic reward at every
time step. Instead, the policyis chosen to maximize thealuefunction, de ned as the expected



discounted sum of future intrinsic rewards ” " 4
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with discount factol0 < < 1. Nste that this expression takes the form of a sum of future
action entropies, whettd (Aj x) = a2A (x) (ajx)In (ajx). The expectation is over all paths

= (x;a(0);x(1); a(1);:::) with initial conditionx(0) = x generated by sampling actions from
the policy and following the state transitions probabilgy= p(x(t + 1) jx(t); a(t)) de ned by Eq.
1. By virtue of maximizing action path entropy, the MOP agent occupies current and future action
space as broadly as possibfel[45]. Discounted cumulative future action entropy stands as the only
measure of occupancy that adheres to the intuitive notion that the occupancy over an action path is
the sum of the occupancies over any of its subpaths, the so-called additive property [44].

The optimal policy  ([44], Appendix C) maximizing the value function is

1 P 0;y- [0}
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whereZ(x) = = a0 (x) © x0P(XIxa)V (X is the partition function and (x) is the optimal
value following the optimal policy, de ned as

P
V (x)=In Z(x) =In e x0P(XIxa)V (x9 . (5)
a2A (x)
In our speci ¢c implementation with deterministic dynamics (Eq. 1), the transition probability
p(x9x; a) is a delta function, and so the successor stdie uniquely determined by the current
statex and the actiora, x%(x;a). Our algorithms work well also for RNNs with noisy dynamics
(Appendix E).

We will de ne different problems by choosing speci ¢ state-dependent action sets, so that the
available set of actions depends oi, a 2 A (x). Speci cally, we de ne terminal states, denoted
xY, as absorbing states the network cannot escape from and dbiege nothing is the only
available action. These terminal states might represent detrimental state regions, e.g., too high neural
activity, or other adverse activity patterns resulting in signi cant external penalties, such as the falling
of an agent to the oor. Witldoing nothing being the only action, entering a terminal state is
an irreversible process leading to an intrinsic reward of always zero from that point onwards, i.e.,
In (a= nothing jx¥) = In1 = 0, as no further action entropy can be generated. Therefore,
by de nition, V (x¥) = 0 for any policy. Terminal states can be considered “dead' states of the
network, and they will be naturally avoided to keep maximizing future action path entropy. In our
implementations, non-terminal states share the same actionMget dfimensional binary actions
ag 2f 1;1g8k =1;:::;M. This does not imply that all non-terminal states are equally desirable;
via the computation of the value function, the network naturally exhibits less preference for "bad'
states that increase the likelihood of encountering terminal states in the future. We will show that
the structure of terminal regions, along with the network dynamics, leads to complex, rich, variable
behaviors without the need to specify an extrinsic reward function. In essence, MOP tells agents what
notto do, and thus it does not restrict behavior. In contrast, standard extrinsic reward maximization
tells agents what to do, inevitably limiting behavior. Note that maximizing action path entropy entails
striking a balance between maximizing immediate and future entropy, with behaviors that can become
locally very deterministic if thigglobally opens up larger repertoires of possible action courses, i.e.,
larger future action entropy.

2.2 Value function approximator by minimizing the Bellman error

As our problem involves a high-dimensional continuous state sp&ce (L00), we use a feed-
forward network (FFN) to approximate the optimal value funcbr(x) in Eq. 5 withV (x; w). The
FFN with parameter&s consists of one hidden layer b,y neurons, an input layer with input the
activitiesx of the RNN, and one single output neuron with activityx; w) (Fig. 1).

In order to optimize the parameters of the FFN, we considék; w), the expected evolution of the
approximated value function satisfying tf)\(e Bellman consistency equation, de ned as

P . .
Vs (x;w) = In e xOPXIXRVOCW) 6)
a2A (x)



If the approximated value functiovi(x; w) were equal to the optimal valué (x), its expected
evolution would coincide with the value function itself, i.€g() = V () (see Eq. 5). Thus, we
optimize the weightsv of the FFN by minimizing a loss function, de ned as the summed squared

errors betweeWs () andV ( ; w) over trajectories in each epotk 1;:::; Nep,
Nytai S 2
1 1 O O
Li(w) = V(X ();w)  Ve(X' () ;w) (1)
Niai oy tong 1=

where the squared error is accumulated over a batch Ngfy paths =
x()(0);x (1) :::xC)(t):::: , and the path lifetimet' ), is the minimum between the

d
time when the network reaches a terminal state and the mglimum episode durafianh path is
generated by sampling actions from the policy in Eqg. 4 with the same initial condif@n= x. The
policy depends on the speci ¢ values of the FFN weights at epothe parameters of the network

are updated at each epdchsing Adam as optimizer.

Our results have proven to be stable also for FFNs only receiving as arNput N activities
randomly selected from thd dimensional state, denoted If needed, the input can be extended to
include any required extra-information wican be constrained to speci ¢ neurons. For instance, in
the context-dependent constraints problem de ned in Sec. 3.2.1, we added extra units to the FFN
input layer to ag (via a one-hot vector) the context. Including«ithe readout neurony; x»)
improved stability and performance.

2.3 The reward-maximizing network

To provide a comparison for the NeuroMOP network, we introduce the R network, which aims
at maximizing the discounted sum of future extrinsic reward. To ensure a fair comparison, we
incorporate the notion of survivability present in MOP by assigning to the R network inxstate
taking actiorna the extrinsic reward

1 if xYx;a) 6 x¥

r(x;a) = 0 if xqxa)= x

(8)
wherexY(x; a) is the state evolution of the RNN as de ned in Eq. 1. To allow the generation of
variable trajectories also by this network, stochasticity in the action selection is implemented by
endowing the network with angreedy policy de ned as

argmax V (x%(x;a)) with probability 1
a

a (jx) = 9)

random with probability
whereV (x) is the expected future cumulative reward when following this policy, which can be

written recursively as
V()= Ea xoplr(xa)+ V (X9 : (10)

In this framework is a hyperparameter controlling the amount of (random) action variability
generated by the network. To better compare the two networks behaviors, the choisesoth

that the average lifetime of the two networks in each problem is comparable. The value function is
approximated using a one-hidden layer FFN as in Sec. 2.2. Analogously to MOP, in order to train the
network we generate a batchMf, paths starting with the same initial conditions ) (0) = x

and minimize the loss function de ned as the summed squared error between the approximated value
V (x;w) and its expected evolution following the Bellman equation in Eq. 10.

3 Results

3.1 Energy constraint

To test whether NeuroMOP can produce maximal variability under strict constraints, we rst study
a scenario where a terminal state is reached when the overall level of the RNN's activities is high.
Speci cally, x¥ are all the states where the energy, de ned as a function ekceeds a certain value
E(xY) > L (see Appendix B). In this way, we implement the idea that high activity is detrimental,



Figure 2: Energy constrain{a) In the free network, the RNN shows chaotic activity (top panel)
with high energy consumption (bottom) above threshold (dashed line). In the top panel, each line
represents the activity of a randomly sampled neuron of the RNN. A single trial is siiopEarly

in training (10 epochs), the NeuroMOP network quickly reaches a terminal state by crossing
the energy threshold (dashed line, bottom panel). Indeed, the large action entropy throughout the
trajectory suggests no state-dependent action entropy adjustment. Inset provides a zoom of the energy
close to the boundaryc) After training, the NeuroMOP network is able to avoid terminal states for

the whole duration of the trajectory (= 1000) by reducing its action entropy whenever closer to the
energy threshold. Inset as in (§§l) The R network employs completely different and risk-averse
solutions. (e) Probability density function of the average state occupafyVhen far from the
energy thresholdg(x) L), the NeuroMOP network exhibits maximum effective dimensionality
(ED, "' M =8), butloses one degree of freedoBEl}, ' M = 7)when approaching the threshold
corresponding to terminal statds(k) L,i.e.E(x) 2 [L L;L ],with L =0:001, arbitrary).

The R network only lives far from the threshold injecting mainly inhibitory currents and it exhibits a
low effective action dimensionalityg,h) With training, both networks increase the average standard
deviation of the individual trajectorids i, with MOP displaying larger variability (g). Together, they
learn to reach the end of the episddg = T = 1000 (h). Averages oveN,, = 10 networks with
batches oNy, = 10 trajectories; errors are standard errors of the m&éti\ ).

either because it is costl¢8], or because it leads to neural saturation, impeding sensory encoding
[49]. We consider a free network (the RNN without external current, Eq. 1 withD) in a chaotic

state, where the repetitive saturation of the neurons activities leads to high energy consumption over
time (Fig. 2a). The NeuroMOP network learns to control the input current in order to generate
maximal input entropy while, at the same time, avoiding terminal states and thus surviving for the
whole length of the stimulation (Fig. 2b, early training; Fig. 2c, late training). Importantly, we
observe that the NeuroMOP network changes dynamical regimes depending on how far the energy
consumption is to threshold (Fig. 2c, bottom panel, inset): when the energy is close to threshold,
the action entropy reduces, and therefore the policy becomes more deterministic. In contrast, when
the energy is far from threshold, action entropy rises again and the policy increases its stochasticity.
Moreover, the policy dimensionality, as measured by the effective dimensionality of the currents (see
Appendix A), is lower when close to the threshold compared to further away (Fig. 2f), projecting
noise to a lower dimensional manifold such that actions (i.e., currents) that would push the network
above threshold are suppressed. Overall, these results show that the NeuroMOP network exibly
changes from a highly stochastic to a more deterministic policy depending on the network state.

Comparing NeuroMOP with the R network, we nd that the R network employs different solutions,
showcasing a preference for risk-averse solutions (Fig. 2d). As a long lifetime is encouraged by the



Figure 3: Constrained neural spa¢a) Terminal states are de ned as the boundaries of a square in the
activity space of two randomly selected RNN's neur@xsg X»). (b-c) As a result, the NeuroMOP
network con nes the activitieg; andx, within the square boundaries (panel b, magenta traces),
while it “"draws' the square by lling its inside (panel c, colored line, representing one trajectory of the
two readout neurons). In contrast, in the space of any other pair of ne(xigig) i;j > 2 activities

spread in space (grey line, representing one trajectory). A zoom-in of the readout space shows that
the NeuroMOP network adapts the action entropy based on the state proximity to the boundaries
(colorbar, c, right panel)(d) The R network, following an  greedy policy, fails to avoid the
terminal states except for extremely small values, @ffectively reducing its action stochasticity to

zero. Lifetime computed after training the network 1@0epochs(e) Matching lifetimes for both
NeuroMOP and R network with an greedy policy with exponential decay (see Appendix B). The

R network learns to satisfy the boundaries constraints after the exponential decay has dropped the
randomness of the action selectiohtp zero.(f) Same as in (c) for the R network. The R network

only “draws' one side of the square with the two readout neufeis«,), while the other neurons,

as well receiving the external currents, are driven towards the saturating states. Averages are over
Nav = 10 networks with batches dy, = 10 trajectories. Errors atBEM .

extrinsic reward, the R network learns to steer the RNN's energy very far from the terminal state, so
that the spontaneous action uctuations given by the stochasticity of the random policy would not
harm the overall performance by keeping it far from threshold. The policy found by the R network
consists in injecting mostly inhibitory currents, driving the RNN towards the point of minimum
energy and effectively “silencing' the RNN.

Although both networks are able to avoid the terminal states, they lead to different behaviors and
space occupancy: while the R network tends to suppress the RNN's activity, the NeuroMOP network
exploits the overall range of activities permitted by the terminal states (Fig. 2e). Again, the NeuroMOP
network is able to do so by adapting its action entropy in a state dependent manner. Proximity to the
terminal state imposes a constraint on the network's activity. In contrast, the R network operates only
far from the threshold and, by showing a clear preference for inhibitory actions, exhibits an effective
dimensionality signi cantly lower than the maximum possible one, E®,, <M (Fig. 2f). Asa
consequence of the different action selection strategies, the RNN's neurons within the NeuroMOP
network display greater variability than those within the R network, with a larger average standard
deviation over the trajectories (Fig. 2 g). The choice,akpresenting the level of stochasticity, of

the R network is such that the two networks have comparable lifetimes (Fig. 2 h).

3.2 Constrained neural space

Terminal states can be arbitrarily imposed on the activities of individual neurons or any subset of
them, not only globally as in the previous scenario. Here, we test NeuroMOP in a new problem



Figure 4: NeuroMOP can constrain a subset of neural activities within different regions of the neural
space in a context-dependent manner. The network is informed of the shape it needs to draw via
a one-hot vector fed into the value functiofe) Example of a single network drawing = 6

different shapes by con ning its readout activities ; x2) within the corresponding activity regions

(T =5000). Notably, action entropy is both state and context dependent. One trajectory per context
is shown.(b) Mean accuracy, measured as the mean lifetime in each cdfj{gxte ects varying

shape dif culty, consistent across networks) With training, the NeuroMOP network learns to
approach the arbitrary training end of the simulatigiy = T = 600 (left panel) and to increase the
average standard deviation of the individual trajectonies(right panel). Averages ovét = 10
networks, with batches &y, = 10 trajectories. Errors alBEM .

where terminal states are set directly on two randomly selected readout n€xuypxs) of the RNN.
Speci cally, a terminal state is encountered any timg > L or jxpj > L .

The structure of the terminal states generates interesting behavior in the NeuroMOP network: the
network “draws' a square in tHe; X,) activity space by lling the available area while avoiding

the square's boundaries (Fig. 3). In other words, the network occupies all the space allowed by the
terminal states after learning. The NeuroMOP network can con ne the activities of the two readout
neurons even within very small regions of the activity space (Fig. 3b, magenta lines). Notably, as
neurons are driven by actions that aim to maximize future cumulative entropy and terminal states are
here exclusively set oxy andxs, all other neuronsx, 8i 6 1;2) occupy a much larger region of

the activity space (grey lines, in their own spages x; )). In the(x; x2) space, the network reduces

its action entropy when in proximity to terminal states, corresponding to the square boundaries (Fig.
3c). Due to the activity correlations induced by the shared input current, controlling the readout
neurons along the anti-diagonal of the square presents challenges for the NeuroMOP network. In
those regions, the NeuroMOP network learns the necessity of highly deterministic action selection to
avoid terminal states (Fig. 3c, right panel).

While NeuroMOP adapts the stochasticity of its policy to occupy the maximum available space, we
nd that the R network, following greedy policy, fails to do the same for most values (Fig.

3d). The R network’s lifetime is comparable to that of the NeuroMOP network for extremely low
values of (notice decreasing scale), for which the consequent randomness of the action selection is
effectively zero. To give more exibility to the R agent, we allowed the R network to rst explore
phase space by using an epoch-dependesith an exponential decay. Starting from a largeat

epochl = 0, and slowly decreasing it, we can match the two lifetimes (Fig. 3e). Despite this, the
inherent greediness of the action selection forbids the R network to occupy all the available activity
region (Fig. 3f), resulting in a largely repetitive and stereotyped network behavior.

3.2.1 Context-dependent neural space constraints

We next wondered about the versatility of the NeuroMOP network to con ne neural activity within
even more complex boundaries. We introduce context-dependent neural space constraints (see
Appendix B), where in each context the set of terminal states in the readout space of two random



activities(x1; x2) de ne different shapes, with different sizes, orientations and border complexity.
We augment the input layer of the value approximator described in Sec. 2.2 with additional
nodes, wher€ represents the number of different shapes where activity has to be con ned. Thus,
the feedforward value approximator now receives, alongside the network seaf=dimensional
one-hot vector indicating the current context.

The same feedforward network, opportunely informed of the context, correctly approximates the
value function. Consequently, the NeuroMOP network also adapts its action entropy in a context-
dependent manner (Fig. 4a). Notably, while avoiding terminal states, the NeuroMOP network learns
to occupy the available state region in each given context. As expected, some terminal states rise
greater challenges for the NeuroMOP network to be avoided (Fig. 4b), a feature that is independent
on the number of stored contex@s Overall, the NeuroMOP network successfully avoids terminal
states while increasing the variability in the network with learning (Fig. 4c).

4 Discussion

We have introduced NeuroMOP, a novel theory that puts forward the idea that neural variability
arises from the active generation of future neural activity entropy. We have explored this theory by
introducing a mechanism for maximizing and controlling variability in a highly-dimensional RNN in
the chaotic regime. Contrary to the common idea that excessive variability may impede performance,
our model showcases that injecting maximal controlled variability into RNNs actually permits to
solve different “tasks', indirectly de ned by the structure of terminal states. By allowing for a diverse
array of actions according to the state, this variability enables the network to explore a wider solution
space, potentially leading to more effective adaptations [50, 51, 52].

We tested our network in a series of scenarios. First, we introduced an energy threshold on the
network activity. Energy constraints may have been likely selected by evolution, as brain activity is
costly both during information processing and at ré§ §8]. By observing that the network always
keeps energy consumption close to the threshold without exceeding it, our results align with the
idea that sustained, controlled energy consumption could actually be ben&4jali a second

series of problems, we showed that the NeuroMOP network can avoid terminal states in the readout
space while increasing the variability in the subspaces where no boundaries are set. Therefore,
long lifetime is achieved by exibly switching between deterministic and stochastic dynamical
regimes when needed. Additionally, we show that our algorithm is capable of solving problems often
tackled through extrinsic rewards, such as balancing a cartpole (Appendix G), or scenarios where
more deterministic behavioral modes are required, like traversing a narrow corridor in neural space
(Appendix H). In addition, we show that introducing extrinsic rewards in the MOP framework largely
reduces the variability of the network behavior (Appendix I).

When comparing MOP with other systems that also generate variability, like a reward-maximizing
(R) network with epsilon-greedy noise, we nd that R networks can only avoid terminal states after
extensive training and only by quenching the source of randomness. We remark that MOP agents
face as well the drawback of stochasticity as their policy follows a Boltzmann distribution (Eq.
4), and thus a non-zero probability is assigned to all actions regardless of the state. Despite that,
MOP agents overcome this tendency by adapting their randomness via the computation of the value
function, which trades-off immediate with future variability. This is in contrast with R agents, where
the stochasticity parameteris state independent. These results suggest that state adaptation of
stochasticity is a relevant property we might expect in intelligent systems.

By keeping the weights of the RNN xed, we depart from the common practice of training networks.
Weights training usually leads to activities exploiting the saturation state of the neG&BS]. We
conjecture this dynamics to be unrealistic, as biological neurons largely display activities that are well
below their maximum value$ph, 56, 49]. Analogously, saturation is undesirable even in arti cial
neural networks due to the vanishing curvature of the loss landscape. By favoring states and actions
with low probability, the NeuroMOP network leads to the more uniform occupation as possible,
avoiding saturation and encouraging neurons to stay in a “healthy' regime, i.e., a regime suitable for
computation 7]. As well, we have demonstrated that NeuroMOP can control high-dimensional
chaotic RNNs. Future research should investigate how MOP-driven input currents affect the RNN's
regime. We anticipate that MOP currents will stabilize neural trajectories, consistent with operating at



the edge of chao$B]. Characterizing chaoticity as a function of the input properties (e.g., magnitude)
[59] is a promising direction.

In our system, an external stochastic input current generator is designed to maximize its cumulative
entropy impinging onto the neurons of an RNN. The idea of specialized circuits serving the role of
stochastic input generator is not novel. In songbirds, for instance, the LMAN brain region, part of
the neural circuit controlling songs' production, has been largely postulated to ful Il the function of
injecting variability into the downstream motor pathwa8,[61]. Allegedly, increased variability

in the motor neural activity favors behavioral exploration in the songs' production. Remarkably, it
has also been shown that, during courtship, adult birds signi cantly reduce their vocal variability
compared to their solitary singing(Q, 62]. This switch of behavior from random to more deterministic
modes aligns with our hypothesis of the existence of directed variability in the brain.

Finally, NeuroMOP offers several testable predictions regarding the nature of neural variability
we should expect in the brain. Firstly, it predicts that neural variability will persist even after
extensive training, which aligns with studies reporting large spiking variability even in well-trained
non-human primate®[, 29]. Despite this persistence, our model also suggests that neural variability
may decrease when terminal states are suf ciently close, as the network is expected to transition
into a more deterministic mode to avoid those sta8fs §3]. Finally, our model predicts that
reward signaling systems in the brain will also signal intrinsic motivation rewards. This is partially
supported by recent studies demonstrating that spontaneous movements elicit dopamine release
[11]. Further, we postulate that the visitation of all activity states may increase exibility and
help generalization. Consistent with that, certain activity states are observed to be replayed in the
absence of any stimulation in the brain, and several mechanisms in RNNs have been proposed for
this phenomenorty, 65]. NeuroMOP predicts the deterministic reactivation of activity patterns and
memories that are relevant for generating higher future behavioral entropy, but the more stochastic
reactivation of less relevant memories.

Limitations In the proposed framework, we choose not to approximate the policy, but instead
to rely on an “oracle' to provide the best action following the derived exact analytical expression
(Fig. 1, box). Our model could be extended to include a neural network to also approximate the
policy using actor critic approachegf]. Therefore, we do not delve in the process of learning

the policy itself. Exploring the policy learning process represents a signi cant direction for future
work. Despite relying on the exact policy, the input current selection has still a high computational
cost. In order to partially mitigate this, we introduced the random mHtrixwhich transforms low

M -dimensional binary actions into higth-dimensional currents. Via this matrix, we were able to
reduce complexity fromO 2V to O 2M | thereby signi cantly speeding up the computation,
without compromising the convergence of the algorithm. The extension of NeuroMOP to more
realistic spiking and Poisson-like variability is another major possible direction. Finally, another
interesting direction that we have not addressed here is how to learn the structure of terminal states,
and how nearby “bad' states surrounding terminal states can be learnt and used to speed up learning.

Conclusion Our results demonstrate that maximizing cumulative future action entropy while
avoiding terminal states leads to interesting behaviors without the need of de ning an extrinsic reward
function. Our work shows that NeuroMOP networks can exibly switch between stochastic and
deterministic modes as needed to avoid terminal states. These results contribute to a novel theory
of neural variability based on future entropy production, reconciling stochastic and deterministic
behaviors within a single framework. Our work highlights a signi cant limitation in classical
neuroscience studies, where limited behavioral repertoires are promoted by the task design and
experimental trials terminate upon reaching the goal. In ecological settings, in contrast, agents
continuously generate interim goals and elicit new behaviors. NeuroMOP offers a powerful model of
neural activity underlying natural behavior.
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Appendix

A Additional Methods

Effective dimensionality We model an external controller sampling actiandiving in an

M dimensional space. In the NeuroMOP network, the controller aims at occupying action-state
path space, and therefore we expect the sampled actions to maximally occupy the action space. To
guantify the effective occupation of action space, we introduce the effective dimensio6a)i6g]

of the actions as

12
ED, = %3'7'2)) : (11)
i
where ; (i = 1;:::;N) are the eigenvalues of the covariance matrix of the sampled actions.

Intuitively, the effective dimensionality quanti es the number of dimensions needed to explain the
observed variance in the sampled actions by identifying the dimensions of spread of the signal. In the
absence of constraints, the NeuroMOP network would maximally occupy space, uniformly in all the

dimensionality close to the full dimensionality of the action space itgdlf{ ' M ). The presence

of constraints introduce directions of actions that will be avoided by optimal networks. Along these
constrained directions, the sampled actions variances, hence the corresponding eigenvalues, are
signi cantly reduced, resulting in a lower effective dimensionality, E& ; < M . Since actions

are sampled from a state-dependent stationary distribution, the effective action dimensionality may
vary according to the state. To investigate that, we quantify the effective dimensionality as a function

of different states by restricting the covariance matrix, from which the eigenvalues in Eqg. 11, to the
actions sampled in speci c regions of the state space.

Average standard deviation We quantify the induced variability in the RNN's activities by mea-
suring the uctuations of individual neurons. For this reason, we introduce the average standard
deviation as

1 1 X X
his= = ) (12)
Ntraj N i=1
where ,( ) is the standard deviation of the activities of neurd@i = 1;:::;N along a trajectory .

Parameters of the simulation We simulate RNNs in the chaotic staf5] 35] with the parameters
reported in Table 1, unless otherwise speci ed. The parameters de ning the algorithm, including the
speci cs of the feedfoward network and the details of the optimization, are reported in Table 2.

B Terminal states

Energy constraint Terminal states are reached whenever tHe RNN's current energy expenditure

exceedd = 0:11 (arbitrary units). Energy is de ned d&5(x) = Ni iN=1 (xi +1) 2 - the euclidean
norm of the activity, translated so that the lowest activity skate 1 8i = 1;:::;N has zero
energy. Thus, terminal statg¥ are all the states whei(xY) > L . Analogous results have been

Table 1: Hyperparameters for the RNN.

Parameter Value
N 100
nonlinearity ( ) tanh, ReLU
t 0.05
1.0
g 5.0
tanh 2.0
ReLU 5.0
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Table 2: Hyperparameters for the algorithm, including the parameters of the FFN.

Parameter Value

action dimensionality 8

discount factor 0.9

number of hidden layers (FFN) 1

hidden units per layer 256

input unitsNinp 20

FFN nonlinearity RelLU

xY see Sec. Terminal states
training epochdNe, see Sec. Terminal states
number of agentsl 54 10

trajectories per batcNy, 10

optimizer Adam

learning rate 0.01

obtained with different de nitions of energy function. Reward-maximizing (R) networks follow an
greedy policy with = 0:3. Both networks are trained fdte, = 60 epochs.

Constrained neural space Terminal states are all states whexgj > L or jx,j > L, with (X1;X2)
being two arbitrary neurons of the RNN ahd= 0:1. The R networks follow an greedy policy

with exponential discount, i.e. at epokthe probability of sampling a random action decreases as
1= 11 ,with g =0:5and = 0:9. The networks are trained fd¢., = 100 epochs.

Context-dependent neural space constraints Taking two length scalels, =0:2andL =0:1,

we de ne terminal states in the different contexts as below. In each epoch, one®@fgbssible
contexts is randomly sampled, and kept xed for all the trajectories in the epoch. More stable yet
slower convergence is obtained if different contexts are sampled in each trajectory of the batch. The
NeuroMOP network is trained fd¥ep, = 100 epochs. Terminal states in each context are reached
whenever the following conditions are met:

square context jx;j >L or jxoj >L ;
plus context jx1j >L + or jxoj >L 4 or (jx1j >L andjxzj>L );
circle context =~ xf+ X3 >L 4;

diamond context jxij + jXoj > L +;

2 2
oval context f—i + = >

3
heart context x3+ x3 L x2x3 > 0.

C Optimal policy and value

We show here the derivation of the analytical expression for the optimal poli@jx) in the case

of an agent following MOP and maximizing the action-state path entréfly Then, we use this
analytical solution to derive the Bellman consistency equation. While in the main text we focused
on agents maximizing the action space occupancy, here we take the more general formulation
considering both the action and state space occupancy maximization. We include the state entropy in
our NeuroMOP network using a small noise approximation in Appendix D.

T MOP agent gets an intrinsic reward over a path equal R¢ ) =
¢ tin (a®)jx() p (x(t+121)jx(t);a(t)) , with discount factor0 < < 1, action
> Oandstate Oweights, and where = ( x(0); a(0); x(1); a(1);:::;x(t);a(t);:::) denotes
a path of states and actions. Although we use two parametensq , effectively the number of
parameter is only one, their ratio, which measures the relative strength of state over action entropy.
Note that the action path entropy maximizer agent is recovered by takin and = 1. The
objective of the agent is to maximize the value functibfx), de ned as the expected return of the
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intrinsic reward a®/ (x) = E ;; [R( )jx(0) = x]. The Bellman recursive equation enables us to
write the value function as the sum of the intrinsic reward the agent receives in the atadeghe
expected discounted sum of future intrinsic rewards, i.e., the value function in the next state, taking
the form

VO = B ROXO) = 1] .
X
= E » fIn o @Ox@) p (x(t+1)jx(1);at) jx(0) = x
t=0
X
= (ax)p(x%x; @) fIn o (@®ix(®)p (x(t+1)jx(t); a(t)) o
a x0 t=0 x(0)= X
= @x)p(xdx;a) In - (@x)p (xxa) +
X
+ fIn o @®ix()p (x(t+1)jx(t); at)
t=0 X X x(0)= x0
= (ajx) In (ajx) (@x)  p(xIxa) Inp(xix;a)+
; - 0
+ E R( 0)]X)£0)— X « «
= H(AX)+ (aix)H(Sjx; a) + @x)  p(xIxa)Vv(x9;
where we recognizeghe entropy over the action spé@§ x) = Pa (ajx)In (ajx) and state
spaceH (Sjx; a) = «0P(x9x;a) In p(x9x; a).

The optimal policy (] ) is the policy maximizing this valge function. Therefore, we look for the
critical policies °(j ) under the constraints(js) 0Oang , (ajx) = 1. Finding the critical
points of the Lagrangian function de ned hs= V (x) ( 5 (ax) 1)involves solving

Q@ _ @)
@(ax) - . @(@x) - .
where (x; x) indicates that the derivatives and the policy are computed in the same sideiving

the value function with respect tqajx) gives the desired Lagrange multiplier By writing V (x)
using the Bellman recursive equation we get that

(x;x)=0; (13)

@\(x
X;X) = .
%= @@, . .
@ X X
= : @ In @)+ pxIxal  Inpxix;ad
CICOR o
Vv (x9)
= In °@x)+  pxIxa)(  Inpxixa)+ V «(x9)
x XX
+ ‘@) p(xIxad (x%x)
ao x0
X X
= In °(ajx) p(x9x; a) In p(xJx; a) + p(x9x; @)V «(x9 + h(14)
x0 x0
where we collected inh = h(x) all the terms that are not dependent on
Introducing the partitipn function Z (x) = exp f( (x;x) h(Xx) =
aza (0 &P £ ( H(Sjx;a) + «©P(X9x;a)V ¢(x9) as the normalization constant,
the critical policy takes the expression "
X 1!
°(ajx) = Z(x) ‘exp 1 H(Sjx;a) + p(x9x;a)V «(xy (15)
X0
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The corresponding critical expected return is obtained by substituting the critical policy in the Bellman
recursive equation as

X X
Vi) = @) pedxa)l I @) npixdxa)]+ V()]
X X )
= 7 @) e mZo  Inp(xdxa)

#
P
In e*( HSxay —optix)Veed) 4 g ve(x9
|

X X .
In Z(x) °(ajx) H(Sjx;a)+ p(x9x;a)Ve(x9 +

X a x0
+ °(ajx) H(Sjx;a)+ E  V¢(x9
a
X . . P iy 0
In Z(X) - In e(f( H (Sjxa)+ Lo P(XTjx;a)V c(x ))) : (16)
a2A (x)

where we see the expectation value over future states simpli es in the last step.

We now prove that this stationary point corresponds to a maximum of the value function. For this,
rst note that the value function is continuous and has continuous derivatives with respect to the
policy, and therefore the maximum lies either on the boundaries of the policy constraints or it is
indeed the critical value. Given a statethe policy boundaries are the points where an (initially
available) actiora is unavailable, i.e. (ajx) = 0. Thus, computing the critical value of the expected
return along a boundary leads to the same solution de ned in Eq.(16) but the unavailableaaction
does not appear in the sum over all the possiblas the expected return is an increasing function
with the elements making up the sum, the critical valif¢x) is greater than the expected return
along the policy boundaries. The critical value function is therefore the optimal value function,
i.e.,,V¢(x) = V (x), and the critical policy is indeed the optimal policy, i.e%(ajx) =  (ajx).
Uniqueness of the critical value comes from concavity of the value function.

As discussed in Sec. 2.2, we deal only with approximations of the optimal value function, and
consequently ouY (x; w) will not exactly satisfy the Bellman consistency equation. We extend
the evolution via the Bellman operator de ned in Eq. 6 to the case of the action-state occupancy
maximization by de ningVg (x; w) as

I

X X
Ve(x;w)= InZy,(x;w)=In  exp 1 H(Sjx;a) + p(x%x; a)V (x% w)
a x0
17
As the Bellman consistency equation is satis ed by the optimal vaugx), we take the best
representation of the weights of the value approximator to be the one that minimizes the difference
between the valu¥ (x; w) and its evolution through the Bellman operai@r(x; w) by minimizing
the loss function de ned in Eq. 7.

D Approximation of the state entropy term

We introduce here an approximation for the state entropy term in NeuroMOP networks that maximize
cumulative future actiostateentropy. The state entropy term could bring a fundamental contribution

in the overall desired large occupancy of the state space when the magnitude of the action signal is
weaker. To quantify the state entropy term, we leverage the non-linear dynamics of the RNN. By
taking the small noise limit, we assume that a network maximizing state entropy would exhibit a
preference for the regions where the non linear dynamics induces larger changes in phase-space
volumes, resulting in a larger occupation in the state space. We rewrite the RNN's dynamics in Eq. 1
in differential form asdx®= dx + tr f (x;a)dx, wheref (x;a)= X+ ( Jx + 1(Q)) is the
dynamics of the RNN for a xed policy ( jx) and where we made explicit the dependence from the
MOP actions. We quantify the changes in the occupation by looking at the changes in the volume in
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Figure 5: Effect of introducing a “reward' term approximating the state-ent(@)y.he free network

is characterized by high energy consumption and the exploitation of the saturating states, with the
RNN's neurons alternating between activitied and1. (b-d) Same as in (a), but for increasing
values of the 2 f 0:0; 0:8; 1:5g. With increasing , there is a larger average occupancy of the non-
saturating regime of the neurons. Activities and corresponding energies correspond to single trials,
while the occupancy is averaged over the trajectorids gf = 10 agents(e) Lifetime as a function

of . With reduced action magnitude, for small values of small fraction of agents (1 out of the

Nav = 10) fails to avoid the terminal statéf) The exploitation of the non-saturating regime leads the
NeuroMOP network to increase alko x i, i.e., the average standard deviation of the “jumps' done

by the activities in two consecutive temporal points in the dynanf@siAverage standard deviation

over the trajectories is not affected by (h) The effective dimensionality of the action signal is
reduced for = 1:5in order to drive the dynamics in the ‘rewarded' non saturating region. Averages
are ovemN,, = 10 networks trained foN¢, = 60 epochs, with batches df,; = 10 trajectories.
Standard deviations are computed over batchés.@f = 50 trajectories. Errors atBEM .

the state space
Vol(dx%) = de(d + tr f (x;a)Vol(dx)= 2+ Tr(r f (x;a)) Vol(dx) ; (18)

where we exploited the fact that for smdllthe RNN dynamics behaves as a perturbation of an
identity transformation and we can approximate the determinant with the trace. This “extra' term
Tr(r f (x;a)) represents the contribution of the RNN dynamics in increasing the occupation of the
state space. We take this term as the approximation of the state ehit(§jpy; a) and add it to the

intrinsic return the MOP agent receives along a trajectory. The value function is then modi ed as
" #

X
VX)=E CCHAGx@) + Tr(r £ (x();a)) jx(©0) = x ; (19)
t=0

where we introduced the “temperature' hyperparametemsd regulating the amount of action and

state entropy. Finding the optimal policy maximizing this value function reduces to solving the same
constrained minimization problem de ned in Eq. 13, with the value functiofx) de ned here.

The resulting Lagrange multiplier follows the same expression as in Eq. 14, where the state entropy
termH (Sjx; a) is substituted by our approximatidm(r f (x;a)). The optimal policy maximizing

the value function de ned above is

(aix) = ‘z(lx‘)*e% T e T optxa)V () | (20)

Effectively, we will set = 1 and measure the state entropy temperature in units of

We test the effect of introducing the state entropy term in the NeuroMOP network while satisfying
the energy constraint, as de ned in Appendix B. We start with an RNN showcasing chaotic dynamics,
with large energy consumption, when left free to evolve with no external currents, i.e., with the

19



Figure 6: Energy constraint problem with noisy RNN&) The RNN with no external control

(I =0) now has an intrinsic source of noise in the dynamits (0:1, parameter scaling the external
Gaussian noise tern{t)) (top panel). The energy is also subject to small uctuations due to the
noisy nature of the activities (bottonm(p) Given the external source of random noise, the NeuroMOP
network learns to generate long lifetimes by keeping the energy close, but far enough from threshold.
(c) The NeuroMOP network learns to avoid the terminal states and generate variability, but in this
case the lifetime does not reach (on average) the maximum episode l@dim the other side, the
average standard deviation of the trajectories increases with leafajgierage probability density
function of the occupancy in the activity space. Averages bliggr= 10 networks with batches of

Nuaj = 10 trajectories, errors al8EM .

dynamics de ned in Eq. 1 with = 0 (Fig. 6a). Without the state-entropy term £ 0), the choice

of the parameter ( = 1:2) rescaling the external current is such that the injected external currents
cannot lead to the full occupancy of the state space. Thus, the NeuroMOP network learns to avoid the
terminal states but still largely exploits the saturating states of the transfer function (Fig. 6b). With
increasing , the NeuroMOP network gradually expands its occupation in the activity space, favoring
those regions leading to larger activity changes (Fig. 6c¢,d). First, we note that we can match the
average lifetimes for different values of(Fig. 6e). To test the effect of introducing the state entropy
term, we de ne for each neurdrthe activity ‘jumps' x; as the difference in activity between two
consecutive time points, i.e.,xj(t) = xj(t+1) x;(t) 8 =1;:::;N. Therefore, we introduce

the standard deviation of these series averaged across neurohs, i&,,and nd that it increases

with the contribution of the (approximated) state entropy (Fig. 6f). Conversely, the average standard
deviation remains roughly constant (Fig. 6g). To drive neurons towards the highly sensitive region of
the transfer function, the NeuroMOP network reduces its effective action dimensionality even when
far from the threshold, deviating from the maximum available dimensionality whern :5 (Fig.

6h).

E RNNs with noisy dynamics

We extend the NeuroMOP network to a controller of a noisy RNN, following the same dynamics as
in Eq. 1 but with an additional Gaussian noise term as

0 0 11

. X
Xi(t+1)= x(t)+ t @ I G) Ji x; + i)+ n i(HAA (21)
i=1

where ; 2 N (0;1) is ani.i.d. normal random variable acting on each neuyamdn is the noise
amplitude. With the introduction of noise in the network, we consider an environment whose transition
probability is de ned over a continuous set of possible values. Therefore, sampling from the optimal

policy requires performing the integral that appears in the r.h.s (djx) = Tlx)e <0 P(X%xa)V (x%)
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Figure 7: Energy constraint problem with non-saturating transfer functfor) & ReLU ()).

(a) The free network (Eq. 1 with = 0) is characterized by exploding patterns of the RNN's
activity. Consequently, its energy consumption quickly diverges as well (not shdtat). The
NeuroMOP network learns to keep the RNN's activity bounded (b) by avoiding a terminal state of
high energy consumption (c). Here, we choose an arbitrary threshald=00:13. (d) Effective
action dimensionality when faE(x) L) and closeE(x) L) to the terminal statge) Average
lifetime as a function of the training epochs. Averages dvgr = 10 networks with batches of
Nuaj = 10 trajectories, errors al8EM .

Here, we describe an approximation to the integral, suitable for our transition dynamics. For small
t, we can locally linearize the transfer functign ), and replace normal variable with a Bernoulli
variable withp = g = 0:5. With this approximation, the integral simpli es to a sum of a positive and

a negative contribution of the noise over the dynamics, namely

Z
dxP(x%x;a)V(x9) = qv(xqx;a; = 1)+ qv(xUAxa; = 1)) ; (22)

wherex%x;a; = 1) de nes the evolution of the dynamics as in Eq. 21 when the external noise
takes the valuesl or 1, respectively.

The dynamics in Eq. 21 in the absence of external controt (0) generate noisy patterns of
activation, with neurons, and consequently the energy, randomly uctuating (Fig. 6a). We test
the NeuroMOP network in the same energy constraint problem de ned in Appendix B. Due to the
inherent random uctuations in the activities, long lifetimes are only granted if the RNN is kept
suf ciently distant from the terminal state. The NeuroMOP network adopts this strategy, reducing
its action entropy even before approaching proximity to the boundary (Fig. 6b). Nevertheless, the
stochastic nature of the RNN can still lead the network to enter the terminal state after training:
while the average lifetime approaches the arbitrary length of the simulation, it always remains below
threshold (Fig. 6¢). The NeuroMOP network learns to increase the average standard deviation of the
individual trajectories (Fig. 6d), and to broadly occupy the activity space (Fig. 6e).

F RNNs with non-saturating transfer function

The ability of the NeuroMOP network to avoid terminal states and generate variability is independent
on the choice of the RNN parameters and dynamics. To illustrate this point, we introduce RNNs
following the dynamics de ned in Eqg. 1, but employing a non-saturating transfer function, speci cally

( ) = ReLU(). In the absence of external control (no external currents, 0), the RNN
activity exhibits runaway excitation of its neurons (Fig. 7a), resulting in unbounded levels of energy
consumption. We set thus an arbitrary thresholof high energy and test the NeuroMOP network's
ability to inject variable currents while avoiding the terminal statésvhereE(xY) > L. The
network successfully bounds the RNN's activity pattern (Fig. 7b) by keeping the energy below
threshold for the whole duration of the episode (Fig. 7c). Notably, the inherent diverging drive of
the network given by the linear transfer function, makes it highly responsive to positive input. To
avoid this, the NeuroMOP network reduces action entropy throughout the whole episode, not only
in proximity of the energy threshold. The energy constraint imposes in the action space a no-go
direction for all states in state space due to the high susceptibility in the RNN. Thus, the effective
action dimensionality loses one degree of freedom independently of the distance from the terminal
state (Fig. 7d). The NeuroMOP network rapidly increase its lifetime through learning (Fig. 7e).
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Figure 8: Balancing a cartpoléa) Scheme of the cartpole. The controller network has binary actions
(forces)F 2 f 40;40gto act on the carttb) Probability density function of the occupation of the
cart positiornx and pole angle. The MOP network balances the pole while generating variability
in its state variableq(c) Lifetime increases with the training of the value function. Averages over
Na = 10 networks, errors arSEM .

Table 3: Hyperparameters for the balancing of the cartpole

Parameter Value
cart massvi 1.0
pole massn 0.1
pole length 1.0
gravity accelerationg 9.81
discount factor 0.98
number of hidden layers (FFN) 1
hidden units per layer 10
input unitsNinp 4

FFN nonlinearity RelLU
training epochNep 10°
number of agentsl 5 10
trajectories per batcN 5 20
optimizer SGD
learning rate 0.02

G Balancing the Cartpole

We test the ability of MOP to control and generate diverse behavior in a system with physically
realistic dynamics. We consider a MOP “network' balancing a cartffie7[0] composed of a
moving cart with a pole attached and free to rotate (Fig. 8a). The system has four degrees of freedom:
the cart positiorx, the pole angle and the corresponding velocitiesand —respectively. The

value function is approximated via a feedforward network receiving as input the four variables
(hyperparameters are reported in Table 3). When not in a terminal state, the MOP network acts
directly on the cart with two possible actions, which are binary foFeesf  40; 40g, with dynamics

gsin +cos( ) F_ml 2+sin

. _ m+M
- | 4 m cos? (23)
3 m+ M
F + ml 2sin *cos
X = M+ ; (24)

whereM is the mass of the cantp andl are the mass and the length of the pole giigithe gravity
acceleration. Note that no damping is applied to the cartpole, i.e., the system is frictionless. The
MOP network enters a terminal state when either the cart position of the pole angle overshoot their
threshold, speci cally wheijxj > 1:8 orj j > 0:62 (radiant units). We threshold the values of the
velocities such that they never exceeds the vaies 6 andj j = 3. We nd that the MOP network

can generate variability in the cart position and the pole angle (Fig. 8b) while balancing the pole,
ensuring enough distance to the terminal states (Fig. 8c).
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Figure 9: Two rooms arena connected by a narrow corridor in the neural pace). (a) The
NeuroMOP network occupies both rooms of the arena and acts deterministically to cross the corridor
(example of one trajectory with = 5000), and(b) learns quickly to avoid the complex terminal
states (note low action entropy at the corridor). Averages Nygr= 10 networks with batches of

Nuaj = 10 trajectories, errors al8EM .

Figure 10: Adding an extrinsic reward term to MOP changes the behavior in the constrained neural
space problem. Terminal states are all the states outside the boundaries of a square in the neural space
(X1;X2), centered in zero and with total side length 0:4. The NeuroMOP network gets an extrinsic
rewardr = +1 whenever in an inner square centereddrl; 0:1) and with side lengtth. = 0:1. We

introduce a parameterregulating the balance between extrinsic reward and the action-entropy term.

(a) Probability density function of the occupation (left) and lifetime (right) for 0:1. (b) Same as

in (a), but for = 0:5. Averages oveN,, =5 networks with batches dfly,; = 10 trajectories,

errors arésSEM .

H Crossing a narrow corridor

MOP agents' ability to generate future entropy is guaranteed by their capacity to exibly switch
between stochastic and deterministic behavior. We provide an additional example of this exibility by
showing the behavior of the NeuroMOP network in a problem where highly deterministic actions are
(locally) required. Speci cally, we consider the same neural sa¢gx,) we introduced in Sec. 3.2,

but now terminal states are de ned such that the network can only live in a region of space de ned by
two circles (e.g., rooms) connected by a narrow available region of the neural space (e.g., a corridor).
We observe that the intrinsic motivation for occupancy drives the NeuroMOP network to visit both
rooms. To succeed in that, the NeuroMOP network largely reduces its action entropy to cross the
narrow corridor, to later increase its stochasticity when in the larger rooms (Fig. 9a). Importantly,
crossing the narrow neural space does not affect the agent's ability to avoid the terminal states (Fig.
9b).

| Adding an extrinsic reward

We showed that the NeuroMOP network is able to show complex behavior (e.g., crossing a narrow
corridor) without the need to specify any reward function. Here we show that NeuroMOP is
compatible with the addition of an extrinsic reward function. In this case, the value function is
modi ed as

" #
X
VX)=E Y HAGX) + H(Seaix(@);a) + 1 (x(0);a)jx©) = x
t=0
(25)
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