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Abstract

Mobile device operation tasks are increasingly becoming a popular multi-modal
Al application scenario. Current Multi-modal Large Language Models (MLLMs),
constrained by their training data, lack the capability to function effectively as
operation assistants. Instead, MLLM-based agents, which enhance capabilities
through tool invocation, are gradually being applied to this scenario. However,
the two major navigation challenges in mobile device operation tasks — task
progress navigation and focus content navigation — are difficult to effectively
solve under the single-agent architecture of existing work. This is due to the
overly long token sequences and the interleaved text-image data format, which
limit performance. To address these navigation challenges effectively, we propose
Mobile-Agent-v2, a multi-agent architecture for mobile device operation assistance.
The architecture comprises three agents: planning agent, decision agent, and
reflection agent. The planning agent condenses lengthy, interleaved image-text
history operations and screens summaries into a pure-text task progress, which is
then passed on to the decision agent. This reduction in context length makes it easier
for decision agent to navigate the task progress. To retain focus content, we design
a memory unit that updates with task progress by decision agent. Additionally, to
correct erroneous operations, the reflection agent observes the outcomes of each
operation and handles any mistake accordingly. Experimental results indicate that
Mobile-Agent-v2 achieves over a 30% improvement in task completion compared
to the single-agent architecture of Mobile-Agent. The code is open-sourced at
https://github.com/X-PLUG/MobileAgent.

1 Introduction

Multi-modal Large Language Models (MLLMs), represented by GPT-4v [OpenAll (2023)), have
demonstrated outstanding capabilities in various domains Bai et al.|(2023); [Liu et al.| (2023clb); |Da1
et al.| (2023);|Zhu et al.| (2023)); |Chen et al.| (2023)); | Ye et al.| (2023alb)); Wang et al.| (2023c); [Hu et al.
(2023| [2024); Zhang et al.[(2024b)). With the rapid development of agents based on Large Language
Models (LLMs) Zhao et al.| (2024); |Liu et al.| (2023f); [Talebirad and Nadiri| (2023)); Zhang et al.
(2023b); Wu et al.| (2023)); |Shen et al.| (2024); [Li et al.| (2023a), MLLM-based agents, which can
overcome the limitations of MLLMs in specific application scenarios by various visual perception
tools, have become a focal point of research attention [Liu et al.| (2023d).

*Work done during internship at Alibaba Group.
TCorresponding author

38th Conference on Neural Information Processing Systems (NeurIPS 2024).


https://github.com/X-PLUG/MobileAgent

Figure 1: Mobile device operation tasks require navigating focus content and task progress from
history operation sequences, where the focus content comes from previous screens. As the number of
operations increases, the length of the input sequences grows, making it extremely challenging for a
single-agent architecture to manage these two types of navigation effectively.

Automated operations on mobile devices, as a practical multi-modal application scenario, are emerg-
ing as a major technological revolution in Al smartphone development Yag et al.| (2022); Deng et al.
(2023); Gur et al[(2024); Zheng et al. (2024); Zhang et al. (2023a); Wang et al. (2024); Chen and
Li (2024a,b,c); Zhang et al. (2024a); Wen et al. (2023); Cheng et al. (2024). However, due to the
limited screen recognition, operation, and location capabilities, existing MLLMs face challenges in
this scenario. To address this, existing work leverages MLLM-based agent architecture to endow
MLLMs with various capabilities for perceiving and operating mobile device Ul. AppAgent Zhang

et al. (2023a) tackles the limitation of MLLMs in localization by extracting clickable positions from
device XML les. However, the reliance on Ul les limits the applicability of this method to other
platforms and devices. To eliminate the dependency on underlying Ul les, Mobile-Agent Wang et al.
(2024) proposes a solution for localization through visual perception tools. It perceives the screen
through an MLLM and generates operations, locating their positions by visual perception tools.

Mobile device operation tasks involve multi-step sequential processing. The operator needs to
perform a series of continuous operations on the device starting from the initial screen until the
instructions are fully executed. There are two main challenges in this process. First, to plan the
operation intent, the operator needs to navigate the current task progress from the history operations.
Second, some operations may require task-relevant information in the history screens, for example,
writing sports news in Figure 1 requires using the match results queried earlier. We refer to this
important information as the focus content. The focus content also needs to be navigated out from
the history screens. However, as the task progresses, the lengthy history of interleaved image and text
history operations and screens as input can signi cantly reduce the effectiveness of navigation in a
single-agent architecture, as shown in Figure 1.

In this paper, we propose Mobile-Agent-v2, a mobile device operation assistant with effective navi-
gation via multi-agent collaboration. Mobile-Agent-v2 has three specialized agentptdasing

agent decision agentandre ection agent. The planning agent needs to generate a task progress
based on the history operations. To save the focus content from the history screens, we design a
memory unit to record task-related focus content. This unit will be observed by the decision agent
when generating an operation, simultaneously checking if there is any focus content on the screen and
updating it to the memory. Since the decision agent cannot observe the previous screen to re ect, we
design the re ection agent to observe the changes in the screen before and after the decision agent's
operation and determine whether the operation meets the expectations. If it nds that the operation
does not meet expectations, it will take appropriate measures to re-execute the operation. The entire



process is illustrated in Figure 3. The three agent roles work respectively in the progress, decision,
and re ection stages, collaborating to alleviate the dif culty of navigating.

Our summarized contributions are as follows:

* We propose a multi-agent architecture Mobile-Agent-v2 to alleviate various navigating
dif culties inherent in the single-agent framework for mobile device operation tasks. We
design a planning agent to generate task progress based on the history operations, ensuring
effective operation generation by the decision agent.

» To avoid the loss of focus content navigating and re ection capability, we design both a
memory unit and a re ection agent. The memory unit is updated by the decision agent with
focus content. The re ection agent assesses whether the decision agent's operation meets
expectations and generates appropriate remedial measures if expectations are not met.

» We conducted dynamic evaluations of Mobile-Agent-v2 across various operating systems,
language environments, and applications. Experimental results demonstrate that Mobile-
Agent-v2 achieves signi cant performance improvements. Furthermore, we empirically
validated that the performance of Mobile-Agent-v2 can be further enhanced by manual
operation knowledge injection.

2 Related Work

2.1 Muiti-agent Application

The powerful comprehension and reasoning capabilities of Large Language Models (LLMs) enable
LLM-based agents to demonstrate the ability to independently execute tasks Brown et al. (2020);
Achiam et al. (2023); Touvron et al. (2023a,b); Bai et al. (2023). Inspired by human-team collabora-
tion, the multi-agent framework has been proposed. Park et al. (2023) constructs Smallville consisting
of 25 agents in a sandbox environment. Li et al. (2023b) proposes a role-playing-based multi-agent
collaborative framework to enable two agents playing different roles to autonomously collaborate.
Chen et al. (2024) innovatively propose an effective multi-agent framework for coordinating the col-
laboration of multiple expert agents. Hong et al. (2024) presents a groundbreaking meta-programming
multi-agent collaboration framework. Wu et al. (2024) proposes a generic multi-agent framework that
allows users to con gure the number of agents, interaction modes, and toolsets. Chan et al. (2024);
Subramaniam et al. (2024); Tao et al. (2024) investigate the implementation of a multi-agent debating
framework, aiming to evaluate the quality of different texts or generated content. Abdelnabi et al.
(2024); Xu et al. (2024); Mukobi et al. (2024) integrate multi-agent interaction with game theoretic
strategies, aiming to enhance both the cooperative and decision abilities.

2.2 LLM-based Ul Operation Agent

Webpages, as a classic application scenario for Ul agents, have attracted widespread attention to
research on web agents. Yao et al. (2022) and Deng et al. (2023) aim to enhance the performance
of agents on real-world webpage tasks by constructing high-quality website task datasets. Gur
et al. (2024) utilizes pre-trained LLMs and self-experience learning to automate task processing on
real-world websites. Zheng et al. (2024) leverages GPT-4V for visual understanding and webpage
manipulation. Simultaneously, research on LLM-based Ul agents for mobile platforms has also
drawn signi cant attention. Wen et al. (2023) converts Graphical User Interface (GUI) information
into HTML representations and then leverages LLM in conjunction with application-speci ¢ domain
knowledge. Yan et al. (2023) proposes a multi-modal intelligent mobile agent based on GPT-4V,
exploring the direct utilization of GPT-4V to perceive screen screenshots with annotations. Unlike
the former approach that operates on screens with digital labels, Zhang et al. (2023a) combines the
application's XML les for localization operations, mimicking human spatial autonomy in operating
mobile applications. Wang et al. (2024) eliminates the dependency on the application's XML les
and leverages visual module tools for localization operations. Additionally, Hong et al. (2023)
designed a GUI agent based on pre-trained vision-language models. Chen and Li (2024a,b,c) propose
small-scale client-side models for deployment on actual devices. Zhang et al. (2024a) proposed
a Ul multi-agent framework tailored for the Windows operating system. Despite the signi cant
performance improvements achieved by multi-agent architectures in many tasks, currently, there is
no work that employs multi-agent architectures in mobile device operation tasks. To address the



Figure 2: lllustration of the overall framework of Mobile-Agent-v2.

challenges of long-context navigation in mobile device operation tasks, in this paper, we introduce
the multi-agent architecture Mobile-Agent-v2.

3 Mobile-Agent-v2

In this section, we will provide a detailed overview of the architecture of Mobile-Agent-v2. The
operation of Mobile-Agent-v2 is iterative, and its process is depicted in Figure 2. Mobile-Agent-v2
has three specialized agent roles: planning agent, decision agent, and re ection agent. We also design
the visual perception module and memory unit to enhance the agent's screen recognition capability
and the capability to navigate focus content from history. Firstly, the planning agent updates the task
progress, allowing the decision agent to navigate the progress of the current task. The decision agent
then operates based on the current task progress, current screen state, and the re ection (if the last
operation is erroneous). Subsequently, the re ection agent observes the screens before and after the
operation to determine if the operation meets expectations.

3.1 Visual Perception Module

Screen recognition remains challenging even for state-of-the-art MLLMs when processed end-to-
end. Therefore, we have incorporated a visual perception module to enhance the screen recognition
capability. In this module, we utilize three tools: text recognition tool, icon recognition tool, and icon
description. Inputting a screenshot into this module will ultimately yield the text and icon information
present on the screen, along with their respective coordinates. This process is represented by the
following formula:

P = VPM(S) @

whereP; represents the perception result of the screen in-theteration.

3.2 Memory Unit

Due to the task progress generated by the planning agent being in textual form, the navigation of
focus content from history screens is still challenging. To address this issue, we design a memory unit
to store the focus content related to the current task from history screens. The memory unit serves as
a short-term memory module that is updated as the task progresses. The memory unit is crucial for
scenarios involving multiple apps. For instance, as shown in Figure 3, weather information observed
by the decision agent will be utilized in subsequent operations. At this point, the information related
to the weather app's page will be updated in the memory unit.

3.3 Planning Agent

We aim to reduce the reliance on lengthy history operations during decision-making by employing a
separate agent. We observe that although each round of operation occurs on different pages and is
different, often the goals of multiple operations are the same. For example, in the example illustrated
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