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A Ethics

Our paper demonstrates that adversarial techniques that can be used to circumvent alignment of
language models. This can be used by an adversary to coerce a model into performing actions that
the original model developer intended to disallow.

We firmly believe that on the whole our paper will cause little harm in the short term, and ultimately
lead to stronger defenses in the long term.

Our attacks are unlikely to cause short-term harm because they are currently restricted to the white-
box setting where the entire model is available. Additionally, because all open-source aligned mod-
els are simply fine-tuned by building on unaligned base models, an adversary who wished to perform
malicious behavior could directly use the (already open-source) base model. In addition, because of
our white-box assumption, our attacks will not be directly applicable to much more capable produc-
tion language models such as GPT-4. Given that these production models are already susceptible
to human-designed adversarial prompts that cause them to emit harmful content, we do not expect
a significant short-term harm from releasing this paper even if our attacks could be extended to the
black-box domain.

In the long term we expect our work will incentivize and help form a foundation for the design of
more robustly aligned models. Just as it is not possible to produce a secure cipher without a solid
understanding of cryptanalysis, we do not believe it is possible to design an adversarially aligned
language model without first understanding the potential vulnerabilities. Otherwise, it is likely that
researchers will fool themselves into a false sense of security and release models they believe to be
aligned even if they are not.

14



ses B Unfiltered toxic conversations

s99 This appendix contains unfiltered content that may be offensive to some readers beginning on the
eoo following page.
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sos C  Mini-GPT4 Output

Normal Image (z ~ N(0,1)) Adversarial Image
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so7 D LLaVA outputs

Normal Image (z ~ N(0,1)) Adversarial Image
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