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Abstract

Tasks with large state space and sparse rewards present a longstanding challenge to
reinforcement learning. In these tasks, an agent needs to explore the state space
efficiently until it finds a reward. To deal with this problem, the community has
proposed to augment the reward function with intrinsic reward, a bonus signal that
encourages the agent to visit interesting states. In this work, we propose a new
way of defining interesting states for environments with factored state spaces and
complex chained dependencies, where an agent’s actions may change the value
of one entity that, in order, may affect the value of another entity. Our insight
is that, in these environments, interesting states for exploration are states where
the agent is uncertain whether (as opposed to how) entities such as the agent or
objects have some influence on each other. We present ELDEN, Exploration via
Local DepENdencies, a novel intrinsic reward that encourages the discovery of
new interactions between entities. ELDEN utilizes a novel scheme — the partial
derivative of the learned dynamics to model the local dependencies between entities
accurately and computationally efficiently. The uncertainty of the predicted depen-
dencies is then used as an intrinsic reward to encourage exploration toward new
interactions. We evaluate the performance of ELDEN on four different domains
with complex dependencies, ranging from 2D grid worlds to 3D robotic tasks. In
all domains, ELDEN correctly identifies local dependencies and learns successful
policies, significantly outperforming previous state-of-the-art exploration methods.

1 Introduction

Reinforcement learning (RL) has achieved remarkable success in recent years in tasks where a
well-shaped dense reward function is easy to define, such as playing video games [33, 18, 4] and
controlling robots [9, 2, 15, 16]. However, for many real-world tasks, defining a dense reward function
is non-trivial, yet a sparse reward function based on success or failure is directly available. For such
reward functions, learning good policies is often challenging, as it requires efficient exploration of
the state space.

To address this challenge, RL researchers proposed the use of an intrinsic reward, an additional
task-agnostic signal given to the agent for visiting interesting states. Intrinsic reward methods can be
roughly classified into two main paradigms: curiosity [20, 25, 6] and empowerment [29, 27, 14] ,
where the agent is rewarded either for visiting novel states or for obtaining maximal control over the
environment, respectively.
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Figure 1: (Left) In a kitchen task with multiple potential agent-object and object-object interactions, (Middle)
for a curiosity-based agent interested in hard-to-predict entity motion, it will initially focus on exploring arm
movement, then on pot and meatball manipulation, and finally keep rolling the meatball whose outcomes are
challenging to predict. On the other hand, for an empowerment-based agent interested in maximizing the action’s
influence, it begins with controlling the arm and then learning to move the pot and meatball simultaneously, but
it ignores the potential interaction between the stove and the meatball. (Right) ELDEN avoids those issues by
identifying whether dependencies between entities happen and focusing the exploration on novel ones. After the
agent learns that it can control the pot and meatball, it will move on to explore other potential interactions, e.g.,
whether the stove can influence the meatball. Hence it has a larger opportunity to learn this task, compared with
a curiosity or empowerment-based agent.

While these methods significantly improve exploration in some domains, there are cases where the
aforementioned methods fail. Consider, for example, a kitchen environment with several objects
where there are multiple potential agent-object and object-object interactions, and an agent is tasked
with putting a meatball in a pot and cooking it on the stove (Fig. 1). On the one hand, curiosity-driven
methods will encourage the agent to explore the environment by visiting states where the exact
outcome of an action is uncertain. Consequently, for each interactable object, the agent will exhaust
any possible interaction until it can accurately predict every change in the object’s state. As a result,
such an exploration strategy can be inefficient, especially for environments with many objects. In the
kitchen example, it is hard to predict how the meatball rolls in the pot, and thus the curiosity-driven
agent would keep rolling it. On the other hand, for empowerment methods, the agent is encouraged
to remain in states where it can influence as many states (objects) simultaneously as possible (e.g.
holding the pot with the meatball inside). By doing so, however, it ignores object-object interactions
that the action cannot directly control but indirectly induce, which can be the key to task completion.
In the kitchen case, an empowerment-driven agent will therefore not be interested in placing the
pot and the meatball on the stove, as it forfeits control of them by doing so, even though this action
enables the stove to heat the meatball. Our main insight is that, in this type of environment, an
intelligently exploring agent should be able to learn that it can use the pot to move the meatball after a
few trials. Then, instead of spending time learning the complex meatball movement or different styles
to manipulate the pot, it would move on to explore other modes of interacting with other objects, e.g.,
putting the pot on the stove and switching on the stove.

Following this motivation, we propose a new definition of interesting states — focusing on whether
the environment entities (consisting of the agents and objects) can interact, rather than how exactly
they interact. We present ELDEN, Exploration via Local DepENdencies, a novel intrinsic reward
mechanism that models the local dependencies between entities in the scene (agent-object, object-
object) and uses the uncertainty about the dependencies to guide exploration. By relaxing the curiosity
signal from dynamics prediction to dependencies prediction, ELDEN implicitly biases the exploration
toward states where novel interaction modes happen rather than states where the state value is novel
but dependencies remain the same. Specifically, ELDEN trains an ensemble of dynamics models. In
each model, the local dependencies between objects are modeled by the partial derivatives of state
predictions w.r.t. the current state and action. Then, the local dependency uncertainty is measured as
the variance across all dynamic models.

We evaluate ELDEN on discrete and continuous domains with multiple objects leading to many
interaction modes and tasks with chained dependencies. Our results show that using a partial
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