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Abstract

Infinite mixture models are commonly used for clustering. One can sample from
the posterior of mixture assignments by Monte Carlo methodsor find itsmaximum
a posteriorisolution by optimization. However, in some problems the posterior
is diffuse and it is hard to interpret the sampled partitionings. In this paper, we
introduce novel statistics based on block sizes for representing sample sets of par-
titionings and feature allocations. We develop an element-based definition of en-
tropy to quantify segmentation among their elements. Then we propose a simple
algorithm calledentropy agglomeration(EA) to summarize and visualize this in-
formation. Experiments on various infinite mixture posteriors as well as a feature
allocation dataset demonstrate that the proposed statistics are useful in practice.

1 Introduction

Clustering aims to summarize observed data by grouping its elements according to their similarities.
Depending on the application, clusters may represent wordsbelonging to topics, genes belonging to
metabolic processes or any other relation assumed by the deployed approach. Infinite mixture mod-
els provide a general solution by allowing a potentially unlimited number of mixture components.
These models are based on nonparametric priors such as Dirichlet process (DP) [1, 2], its super-
class Poisson-Dirichlet process (PDP) [3, 4] and constructions such as Chinese restaurant process
(CRP) [5] and stick-breaking process [6] that enable formulations of efficient inference methods [7].
Studies on infinite mixture models inspired the developmentof several other models [8, 9] includ-
ing Indian buffet process (IBP) for infinite feature models [10, 11] and fragmentation-coagulation
process for sequence data [12] all of which belong to Bayesian nonparametrics [13].

In making inference on infinite mixture models, a sample set of partitionings can be obtained from
the posterior.1 If the posterior is peaked around a single partitioning, then themaximum a posteriori
solution will be quite informative. However, in some cases the posterior is more diffuse and one
needs to extract statistical information about therandom partitioninginduced by the model. This
problem to ‘summarize’ the samples from the infinite mixtureposterior was raised in bioinformatics
literature in 2002 by Medvedovic and Sivaganesan for clustering gene expression profiles [14]. But
the question proved difficult and they ‘circumvented’ it by using a heuristic linkage algorithm based
on pairwise occurence probabilities [15, 16]. In this paper, we approach this problem and propose
basic methodology for summarizing sample sets of partitionings as well as feature allocations.

Nemenmanet al. showed in 2002 that the entropy [17] of a DP posterior was strongly determined
by its prior hyperparameters [18]. Archeret al. recently elaborated these results with respect to
PDP [19]. In other work, entropy was generalized to partitionings by interpreting partitionings
as probability distributions [20, 21]. Therefore, entropyemerges as an important statistic for our
problem, but new definitions will be needed for quantifying information in feature allocations.

1In methods such as collapsed Gibbs sampling, slice sampling, retrospective sampling, truncation methods
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In the following sections, we define the problem and introducecumulative statisticsfor representing
partitionings and feature allocations. Then, we develop aninterpretation for entropy function in
terms ofper-element informationin order to quantify segmentation among their elements. Finally,
we describeentropy agglomeration(EA) algorithm that generates dendrograms to summarize sam-
ple sets of partitionings and feature allocations. We demonstrate EA on infinite mixture posteriors
for synthetic and real datasets as well as on a real dataset directly interpreted as a feature allocation.

2 Basic definitions and the motivating problem

We begin with basic definitions. Apartitioning of a set of elements[n] = {1, 2, . . . , n} is a set of
blocksZ = {B1, . . . , B|Z|} such thatBi ⊂ [n] andBi 6= ∅ for all i ∈ {1, . . . , n}, Bi ∩ Bj = ∅

for all i 6= j, and∪iBi = [n].2 We writeZ ⊢ [n] to designate thatZ is a partitioning of[n].3 A
sample setE = {Z(1), . . . , Z(T )} from a distributionπ(Z) over partitionings is a multiset such that
Z(t) ∼ π(Z) for all t ∈ {1, . . . , T }. We are required to extract information from this sample set.

Our motivation is the following problem: a set of observed elements(x1, . . . , xn) are clustered
by an infinite mixture model with parametersθ(k) for each componentk and mixture assignments
(z1, . . . , zn) drawn from a two-parameter CRP prior with concentrationα and discountd [5].

z ∼ CRP (z;α, d) θ(k) ∼ p(θ) xi | zi, θ ∼ F (xi | θ
(zi)) (1)

In the conjugate case, allθ(k) can be integrated out to getp(zi | z−i, x) for samplingzi [22]:

p(zi | z−i, x) ∝

∫

p(z, x, θ) dθ ∝







nk−d
n−1+α

∫

F (xi|θ) p(θ|x−i, z−i) dθ if k ≤ K+

α+dK+

n−1+α

∫

F (xi|θ) p(θ) dθ otherwise
(2)

There areK+ non-empty components andnk elements in each componentk. In each iteration,xi

will either be put into an existing componentk ≤ K+ or it will be assigned to a new component. By
sampling allzi repeatedly, a sample set of assignmentsz(t) are obtained from the posteriorp(z | x) =
π(Z). Thesez(t) are then represented by partitioningsZ(t) ⊢ [n]. The induced sample set contains
information regarding (1) CRP prior over partitioning structure given by the hyperparameters(α, d)
and (2) integrals overθ that capture the relation among the observed elements(x1, . . . , xn).

In addition, we aim to extract information from feature allocations, which constitute a superclass of
partitionings [11]. Afeature allocationof [n] is a multiset of blocksF = {B1, . . . , B|F |} such that
Bi ⊂ [n] andBi 6= ∅ for all i ∈ {1, . . . , n}. A sample setE = {F (1), . . . , F (T )} from a distribution
π(F ) over feature allocations is a multiset such thatF (t) ∼ π(F ) for all t. Current exposition will
focus on partitionings, but we are also going to show how our statistics apply to feature allocations.

Assume that we have obtained a sample setE of partitionings. If it was obtained by sampling from
an infinite mixture posterior, then its blocksB ∈ Z(t) correspond to the mixture components. Given
a sample setE, we can approximate any statisticf(Z) overπ(Z) by averaging it over the setE:

Z(1), . . . , Z(T ) ∼ π(Z) ⇒
1

T

T
∑

t=1

f(Z(t)) ≈ 〈 f(Z) 〉π(Z) (3)

Whichf(Z) would be a useful statistic forZ? Three statistics commonly appear in the literature:

First one is thenumber of blocks|Z|, which has been analyzed theoretically for various nonpara-
metric priors [2, 5]. It is simple, general and exchangable with respect to the elements[n], but it is
not very informative about the distributionπ(Z) and therefore is not very useful in practice.

A common statistic ispairwise occurence, which is used to extract information from infinite mixture
posteriors in applications like bioinformatics [14]. For given pairs of elements{a, b}, it counts the
number of blocks that contain these pairs, written

∑

i[{a, b} ⊂ Bi]. It is a very useful similarity
measure, but it cannot express information regarding relations among three or more elements.

Another statistic isexact block size distribution(referred to as ‘multiplicities’ in [11, 19]). It counts
the partitioning’s blocks that contain exactlyk elements, written

∑

i[|Bi| = k]. It is exchangable
with respect to the elements[n], but its weighted average over a sample set is difficult to interpret.

2We use the term ‘partitioning’ to indicate a ‘set partition’as distinguished from an integer ‘partition’.
3The symbol ‘⊢’ is usually used for integer partitions, but here we use it for partitionings (=set partitions).
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Let us illustrate the problem by a practical example, to which we will return in the formulations:

Z(1) = {{1, 3, 6, 7}, {2}, {4, 5}} S1 = {1, 2, 3, 4}

E3 = {Z(1), Z(2), Z(3)} Z(2) = {{1, 3, 6}, {2, 7}, {4, 5}} S2 = {1, 3, 6, 7}

Z(3) = {{1, 2, 3, 6, 7}, {4, 5}} S3 = {1, 2, 3}

Suppose thatE3 represents interactions among seven genes. We want to compare the subsets of
these genesS1, S2, S3. Theprojectionof a partitioningZ ⊢ [n] ontoS ⊂ [n] is defined as the set
of non-empty intersections betweenS andB ∈ Z. Projection ontoS induces a partitioning ofS.

PROJ(Z, S) = {B ∩ S}B∈Z\{∅} ⇒ PROJ(Z, S) ⊢ S (4)

Let us represent gene interactions inZ(1) andZ(2) by projecting them onto each of the given subsets:

PROJ(Z(1), S1) = {{1, 3}, {2}, {4}} PROJ(Z(2), S1) = {{1, 3}, {2}, {4}}

PROJ(Z(1), S2) = {{1, 3, 6, 7}} PROJ(Z(2), S2) = {{1, 3, 6}, {7}}

PROJ(Z(1), S3) = {{1, 3}, {2}} PROJ(Z(2), S3) = {{1, 3}, {2}}

ComparingS1 to S2, we can say thatS1 is ‘more segmented’ thanS2, and therefore genes inS2

should be more closely related than those inS1. However, it is more subtle and difficult to compare
S2 to S3. A clear understanding would allow us to explore the subsetsS ⊂ [n] in an informed
manner. In the following section, we develop a novel and general approach based on block sizes that
opens up a systematic method for analyzing sample sets over partitionings and feature allocations.

3 Cumulative statistics to represent structure

We definecumulative block size distribution, or ‘cumulative statistic’ in short, as the function
φk(Z) =

∑

i[|Bi| ≥ k], which counts the partitioning’s blocks of size at leastk. We can rewrite the
previous statistics: number of blocks asφ1(Z), exact block size distribution asφk(Z) − φk+1(Z),
and pairwise occurence asφ2(PROJ(Z, {a, b})). Moreover, cumulative statistics satisfy the fol-
lowing property: for partitionings of[n], φ(Z) always sums up ton, just like a probability mass
function that sums up to1. When blocks ofZ are sorted according to their sizes and the indicators
[|Bi| ≥ k] are arranged on a matrix as in Figure 1a, they form a Young diagram, showing thatφ(Z)
is always the conjugate partition of the integer partition of Z. As a result,φ(Z) as well as weighted
averages over severalφ(Z) always sum up ton, just like taking averages over probability mass func-
tions (Figure 2). Therefore, cumulative statistics of a random partitioning ‘conserve mass’. In the

B3 = {1, 3, 6, 7}

B1 = {2}

B2 = {4, 5}

|B3| ≥ 4|B3| ≥ 2 |B3| ≥ 3

|B2| ≥ 2

|B3| ≥ 1

|B2| ≥ 1

|B1| ≥ 1

φ(Z(1)) =

1

2

4

3 2 1 1

Z(1) = {{1, 3, 6, 7}, {2}, {4, 5}}

(a) Cumulative block size distribution for a partitioning

B3 = {1, 3}

B1 = {2}

B2 = {4}

|B3| ≥ 2|B3| ≥ 1

|B2| ≥ 1

|B1| ≥ 1

φ(PROJ(Z(1), S1)) =

1

1

2

3 1

PROJ(Z(1), S1) = {{1, 3}, {2}, {4}}

(b) For its projection onto a subset

Figure 1: Young diagrams show the conjugacy between a partitioning and its cumulative statistic
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Figure 2: Cumulative statistics of the three examples and their average: all sum up to7
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case of feature allocations, since elements can be omitted or repeated, this property does not hold.

Z ⊢ [n] ⇒
n
∑

k=1

φk(Z) = n ⇒
n
∑

k=1

〈 φk(Z) 〉π(Z) = n (5)

When we project the partitioningZ onto a subsetS ⊂ [n], the resulting vectorφ(PROJ(Z, S))
will then sum up to|S| (Figure 1b). A ‘taller’ Young diagram implies a ‘more segmented’ subset.

We can form a partitioningZ by inserting elements1, 2, 3, 4, . . . into its blocks (Figure 3a). In
such a scheme, each step brings a new element and requires a new decision that will depend on all
previous decisions. It would be better if we could determinethe whole path by few initial decisions.

Now suppose that we knowZ from the start and we generate an incremental sequence of subsets
S1 = {1}, S2 = {1, 2}, S3 = {1, 2, 3}, S4 = {1, 2, 3, 4}, . . . according to a permutation of[n]:
σ = (1, 2, 3, 4, . . . ). We can then represent any path in Figure 3a by a sequence ofPROJ(Z, Si)
and determine the whole path by two initial parameters:Z andσ. The resulting tree can be simplified
by representing the partitionings by their cumulative statistics instead of their blocks (Figure 3b).

Based on this concept, we definecumulative occurence distribution(COD) as the triangular matrix
of incremental cumulative statistic vectors, written∆i,k(Z, σ) = φk(PROJ(Z, Si)) whereZ ⊢ [n],
σ is a permutation of[n] andSi = {σ1, . . . , σi} for i ∈ {1, . . . , n}. COD matrices for two extreme
paths (Figure 3c, 3e) and for the example partitioningZ(1) (Figure 3d) are shown. For partitionings,
ith row of a COD matrix always sums up toi, even when averaged over a sample set as in Figure 4.

Z ⊢ [n] ⇒
i

∑

k=1

∆i,k(Z, σ) = i ⇒
i

∑

k=1

〈 ∆i,k(Z, σ) 〉π(Z) = i (6)

Expected COD matrix of a random partitioning expresses (1) cumulation of elements by the differ-
ences between its rows, and (2) cumulation of block sizes by the differences between its columns.

As an illustrative example, considerπ(Z) = CRP (Z|α, d). Since CRP is exchangable and projec-
tive, its expected cumulative statistic〈φ(Z)〉π(Z) for n elements depends only on its hyperparam-
eters(α, d). As a result, its expected COD matrix∆ = 〈∆(Z, σ)〉π(Z) is independent ofσ, and it
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{{1, 2}}
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(a) Form a partitioning by inserting elements
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(b) Form the statistic vector by inserting elements
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(c) All elements into one block

1

2

3

4

5

6

7

1

2 0
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3 1 0 0

3 2 0 0 0

3 2 1 0 0 0

3 2 1 1 0 0 0

(d) COD matrix∆(Z(1), (1, . . . , 7))

1

2 0

3 0 0

4 0 0 0

5 0 0 0 0

6 0 0 0 0 0

7 0 0 0 0 0 0

(e) Each element into a new block

Figure 3: Three COD matrices correspond to thethree red dotted pathson the trees above
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Figure 4: CODs and entropies overE3 for permutations(1, 2, 3, 4, 5, 6, 7) and(1, 3, 6, 7, 2, 4, 5)

satisfies an incremental formulation with the parameters(α, d) over the indicesi ∈ N, k ∈ Z
+:

∆0,k = 0 ∆i+1,k = ∆i,k +







α+d∆i,k

i+α
if k = 1

(k−1−d)(∆i,k−1−∆i,k)
i+α

otherwise
(7)

By allowingk = 0 and setting∆i,0 = −α
d

, and∆0,k = 0 for k > 0 as the two boundary conditions,
the same matrix can be formulated by a difference equation over the indicesi ∈ N, k ∈ N:

(∆i+1,k −∆i,k)(i + α) = (∆i,k−1 −∆i,k)(k − 1− d) (8)

By setting∆ = ∆(0) we get an infinite sequence of matrices∆(m) that satisfy the same equation:

(∆
(m)
i+1,k −∆

(m)
i,k )(i + α) = (∆

(m)
i,k−1 −∆

(m)
i,k )(k − 1− d) = ∆

(m+1)
i,k (9)

Therefore, expected COD matrix of a CRP-distributed randompartitioning is at a constant ‘equilib-
rium’ determined byα andd. This example shows that the COD matrix can reveal specific infor-
mation about a distribution over partitionings; of course in practice we encounter non-exchangeable
and almost arbitrary distributions over partitionings (e.g., the posterior distribution of an infinite
mixture), therefore in the following section we will develop a measure to quantify this information.

4 Entropy to quantify segmentation

Shannon’s entropy [17] can be an appropriate quantity to measure ‘segmentation’ with respect to
partitionings, which can be interpreted as probability distributions [20, 21]. Since this interpretation
does not cover feature allocations, we will make an alternative, element-based definition of entropy.

How does a blockB inform us about its elements? Each element has a proportion1/|B|, let us call
this quantityper-element segment size. Information is zero for|B| = n, since1/n is the minimum
possible segment size. If|B| < n, the block supplies positive information since the segmentsize is
larger than minimum, and we know thatits segment size could be smaller if the block were larger.
To quantify this information, we defineper-element informationfor a blockB as the integral of
segment size1/s over the range[|B|, n] of block sizes that make this segment smaller (Figure 5).

pein(B) =

∫ n

|B|

1

s
ds = log

n

|B|
(10)

In pein(B), n is a ‘base’ that determines the minimum possible per-element segment size. Since
segment size expresses thesignificanceof elements, the function integrates segment sizes over the
block sizes that make the elementsless significant. This definition is comparable to the well-known
p-value, which integrates probabilities over the values that make the observationsmore significant.

1
s

|B| n

1
|B|

1
n

log n

|B|

Figure 5: Per-element information forB
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Figure 6: Weighted information plotted for eachn
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Figure 8: Comparing two subset statistics

We can then compute the per-element information supplied bya partitioningZ, by taking a weighted
average over its blocks, since each blockB ∈ Z supplies information for a different proportion
|B|/n of the elements being partitioned. For largen, weighted per-element information reaches its
maximum near|B| ≈ n/2 (Figure 6). Total weighted information forZ gives Shannon’s entropy
function [17] which can be written in terms of the cumulativestatistics (assumingφn+1 = 0):

H(Z) =

|Z|
∑

i=1

|Bi|

n
pein(Bi) =

|Z|
∑

i=1

|Bi|

n
log

n

|Bi|
=

n
∑

k=1

(φk(Z)− φk+1(Z))
k

n
log

n

k
(11)

Entropy of a partitioning increases as its elements become more segmented among themselves. A
partitioning with a single block has zero entropy, and a partitioning with n blocks has the maximum
entropylog n. Nodes of the tree we examined in the previous section (Figure 3b) were vertically
arranged according to their entropies. On the extended tree(Figure 7),nth column of nodes represent
the possible partitionings ofn. This tree serves as a ‘grid’ for bothH(Z) andφ(Z), as they are
linearly related with the general coefficient( k

n
log n

k
− k−1

n
log n

k−1 ). A similar grid for feature
allocations can be generated by inserting nodes for cumulative statistics that do not conserve mass.

To quantify the segmentation of a subsetS, we computeprojection entropyH(PROJ(Z, S)). To
understand this function, we compare it tosubset occurencein Figure 8. Subset occurence acts as a
‘score’ that counts the ‘successful’ blocks that contain all of S, whereas projection entropy acts as a
‘penalty’ that quantifies how muchS is being divided and segmented by the given blocksB ∈ Z.

A partitioningZ and a permutationσ of its elements induce anentropy sequence(h1, . . . , hn) such
thathi(Z, σ) = H(PROJ(Z, Si)) whereSi = {σ1, . . . , σi} for i ∈ {1, . . . , n}. To find subsets of
elements that are more closely related, one can seek permutationsσ that keep the entropies low. The
generated subsetsSi will be those that are less segmented byB ∈ Z. For the example problem, the
permutation1, 3, 6, 7, . . . keeps the expected entropies lower, compared to1, 2, 3, 4, . . . (Figure 4).

5 Entropy agglomeration and experimental results

We want to summarize a sample set using the proposed statistics. Permutations that yield lower
entropy sequences can be meaningful, but a feasible algorithm can only involve a small subset of the
n! permutations. We defineentropy agglomeration(EA) algorithm, which begins from 1-element
subsets, and merges in each iteration the pair of subsets that yield the minimum expected entropy:

Entropy Agglomeration Algorithm:

1. InitializeΨ← {{1}, {2}, . . . , {n}}.

2. Find the subset pair{Sa, Sb} ⊂ Ψ that minimizes the entropy〈H(PROJ(Z, Sa ∪ Sb)) 〉π(Z).

3. UpdateΨ← (Ψ\{Sa, Sb}) ∪ {Sa ∪ Sb}.

4. If |Ψ| > 1 then go to 2.

5. Generate the dendrogram of chosen pairs by plotting minimum entropies for every split.
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The resulting dendrogram for the example partitionings areshown in Figure 9a. The subsets{4, 5}
and{1, 3, 6} are shown in individual nodes, because their entropies are zero. Besides using this
dendrogram as a general summary, one can also generate more specific dendrograms by choos-
ing specific elements or specific parts of the data. For a detailed element-wise analysis, entropy
sequences of particular permutationsσ can be assessed. Entropy Agglomeration is inspired by ‘ag-
glomerative clustering’, a standard approach in bioinformatics [23]. To summarize partitionings
of gene expressions, [14] applied agglomerative clustering by pairwise occurences. Although very
useful and informative, such methods remain ‘heuristic’ because they require a ‘linkage criterion’ in
merging subsets. EA avoids this drawback, since projectionentropy is already defined over subsets.

To test the proposed algorithm, we apply it to partitioningssampled from infinite mixture posteriors.
In the first three experiments, data is modeled by an infinite mixture of Gaussians, whereα =
0.05, d = 0, p(θ) = N (θ|0, 5) andF (x|θ) = N (x|θ, 0.15) (see Equation 1). Samples from the
posterior are used to plot the histogram over the number of blocks, pairwise occurences, and the
EA dendrogram. Pairwise occurences are ordered according to the EA dendrogram. In the fourth
experiment, EA is directly applied on the data. We describe each experiment and make observations:

1) Synthetic data(Figure 9b): 30 points onR2 are arranged in three clusters. Plots are based on
450 partitionings from the posterior. Clearly separating the three clusters, EA also reflects their
qualitative differences. The dispersedness of the first cluster is represented by distinguishing ‘inner’
elements 1, 10, from ‘outer’ elements 6, 7. This is also seen as shades of gray in pairwise occurences.

2) Iris flower data (Figure 9c): This well-known dataset contains 150 points onR
4 from three

flower species [24]. Plots are based on 150 partitionings obtained from the posterior. For conve-
nience, small subtrees are shown as single leaves and elements are labeled by their species. All of
50 A points appear in a single leaf, as they are clearly separated from B and C. The dendrogram
automatically scales to cover the points that are more uncertain with respect to the distribution.

3) Galactose data(Figure 9d): This is a dataset of gene expressions by 820 genes in 20 experimental
conditions [25]. First 204 genes are chosen, and first two letters of gene names are used for labels.
Plots are based on 250 partitionings from the posterior. 70 RP (ribosomal protein) genes and 12
HX (hexose transport) genes appear in individual leaves. Inthe large subtree on the top, an ‘outer’
grouping of 19 genes (circles in data plot) is distinguishedfrom the ‘inner’ long tail of 68 genes.

4) IGO (Figure 9e): This is a dataset of intergovernmental organizations (IGO) [26,v2.1] that con-
tains IGO memberships of 214 countries through the years 1815-2000. In this experiment, we take
a different approach and apply EA directly on the dataset interpreted as a sample set of single-block
feature allocations, where the blocks are IGO-year tuples and elements are the countries. We take
the subset of 138 countries that appear in at least 1000 of the12856 blocks. With some excep-
tions, the countries display a general ordering of continents. From the ‘outermost’ continent to the
‘innermost’ continent they are: Europe, America-Australia-NZ, Asia, Africa and Middle East.

6 Conclusion

In this paper, we developed a novel approach for summarizingsample sets of partitionings and fea-
ture allocations. After presenting the problem, we introduced cumulative statistics and cumulative
occurence distribution matrices for each of its permutations, to represent a sample set in a systematic
manner. We defined per-element information to compute entropy sequences for these permutations.
We developedentropy agglomeration(EA) algorithm that chooses and visualises a small subset of
these entropy sequences. Finally, we experimented with various datasets to demonstrate the method.

Entropy agglomeration is a simple algorithm that does not require much knowledge to implement,
but it is conceptually based on the cumulative statistics wehave presented. Since we primarily aimed
to formulate a useful algorithm, we only made the essential definitions, and several points remain
to be elucidated. For instance, cumulative statistics can be investigated with respect to various
nonparametric priors. Our definition of per-element information can be developed with respect to
information theory and hypothesis testing. Last but not least, algorithms like entropy agglomeration
can be designed for summarization tasks concerning varioustypes of combinatorial sample sets.
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(a) Example partitionings:

Z(1) = {{1, 3, 6, 7}, {2}, {4, 5}}

Z(2) = {{1, 3, 6}, {2, 7}, {4, 5}}

Z(3) = {{1, 2, 3, 6, 7}, {4, 5}}
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(b) Synthetic data:
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(c) Iris flower data:
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(e) IGO data:
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Figure 9: Entropy agglomeration and other results from the experiments (See the text)
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