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The kernel beta process

@ Theorem: Assume parameters {x*, ¥, m;,w;} are drawn from
measure vy = H(dx*)Q(dv*)v(dw, dw), and that the following
measure is constituted for any covariate x € X:

By = Z’/T,‘K(X,X;k; Y7 )0w;
i=1

For any finite set of covariates S = {x1, ..., X5/}, define the random
vector K = (K(x1,x*;¢*), ..., K(xs, x*;9*)) 7. For VA C F, the
characteristic function for measures at covariates in S satisfies

E[ej<u,B(A)>] = exp{ (ef<“vK7r>—1)1/X(dx*, dy*, dr,dw)}
XxW¥x[0,1]x.A

with vy the Lévy measure of the kernel beta process.
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Properties of KBP

If B is drawn from KBP, x,x’ € X, for VA € F:

e Expectation: E[B,(.A)] = Bo(A)E(Kx)
with B(Ky) = [y, K(x, x5 9% ) H(dx*) Q(dy).

e Covariance: Cov(Bx(A), By (A)) =
By(dw)(1—By(dw
B(KK) [ 2R — Cov(Ke, Ko) [ B (dw)
(If K(x,x*;¢*) =1 for all x € X, E(Ky) = E(K<Ky) = 1, and
Cov(Kx, Kx) = 0, and the above results reduce to beta process.)
@ Conditional covariance: With the kernel vectors K, K,/ fixed, the

conditional covariance is given as:
<K K>
Corr(Bx(A), Bx(A)) = K2 K T2
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Figure: Image denoising result
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