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Abstract

The locally linear embedding (LLE) isimproved by introducing multiple linearly
independent local weight vectors for each neighborhood. We characterize the
reconstruction weights and show the existence of the linearly independent weight
vectors at each neighborhood. The modified locally linear embedding (MLLE)
proposed in this paper ismuch stable. It can retrieve theideal embedding if MLLE
is applied on data points sampled from an isometric manifold. MLLE is also
compared with the loca tangent space alignment (LTSA). Numerical examples
are given that show the improvement and efficiency of MLLE.

1 Introduction

The problem of nonlinear dimensionality reduction isto find the meaningful low-dimensional struc-
ture hidden in high dimensional data. Recently, there have been advances in developing effective
and efficient algorithms to perform nonlinear dimension reduction which include isometric mapping
Isomap [7], locally linear embedding (LLE) [5] and its variations, manifold charting [2], Hessian
LLE [1] and local tangent space alignment (LTSA) [9]. All these algorithms cover two common
steps: learn the local geometry around each data point and nonlinearly map the high dimensional
datapointsinto alower dimensional space using thelearned local information [3]. The performances
of these algorithms, however, are different both in learning local information and in constructing
global embedding, though each of them solves an eigenval ue problem eventually. The effectiveness
of the local geometry retrieved determines the efficiency of the methods.

This paper will focus on the reconstruction weights that characterize intrinsic geometric properties
of each neighborhood in LLE [5]. LLE has many applications such as image classification, image
recognition, spectra reconstruction and data visualization because of its simple geometric intuitions,
straightforward implementation, and global optimization [6, 11]. It is however also reported that
LLE may be not stable and may produce distorted embedding if the manifold dimension is larger
than one. One of the cursesthat make LLE fail isthat thelocal geometry exploited by the reconstruc-
tion weights is not well-determined, since the constrained least squares (LS) problem involved for
determining the local weights may be ill-conditioned. A Tikhonov regularization is generally used
for theill conditions LS problem. However, aregularized solution may be not a good approximation
to the exact solution if the regularization parameter is not suitably selected.

The purpose of this paper isto improve LLE by making use of multiplelocal weight vectors. Wewill
show the existence of linearly independent weight vectors that are approximately optimal. The local
geometric structure determined by multiple weight vectors is much stable and hence can be used to
improve the standard LLE. The modified L L E named as ML L E uses multiple weight vectorsfor each
point in reconstruction of lower dimensional embedding. It can stably retrieve the ideal isometric
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Figure 1: Examples of ||w(vy) — w*|| (solid line) and ||w(~) — w|| (dotted lin€) for swiss-roll data.

embedding approximately for an isometric manifold. MLLE has properties similar to LTSA both
in measuring linear dependence of neighborhood and in constructing the (sparse) matrix whose
smallest eigenvectors form the wanted lower dimensional embedding. It exploits the tight relations
between LLE/MLLE and LTSA. Numerical examples given in this paper show the improvement and
efficiency of MLLE.

2 TheLocal Combination Weights

Let {z1,...,2n} beagiven data set of N pointsin R™. LLE constructs localy linear structures
at each point z; by representing z; using its selected neighbor set \; = {z;,j € J;}. The optimal
combination weights are determined by solving the constrained least squares problem

min “Ll — Z wjixjH, s.t. Z Wy = 1. (21)

jer jEJi
Once al the reconstruction weights {wj;,j € J;}, ¢ =1,---, N, are computed, LLE maps the set
{z1,...,on} 10 {t1,...,tx} in alower dimensional space R? (d < m) that preserves the local

combination properties totally,
min Z It — Z wiiti|?, st TTT =1

T=[t1,....tn] P jed;
7

The low dimensional embedding T' constructed by LLE tightly depends on the local weights. To
formulate the weight vector w; consisting of the local weights w;;,j € J;, let us denote matrix
Gi=[..,z; — ;.. ]jey,. Using the constraint } ., w;; = 1, we can write the combination
error asx; — ZjeJi wjiz; = Gw; and hence (2.1) reads

min ||Giw|, st w1, =1,

where 1, denotes the k;-dimensional vector of al 1's. Theoretically, anull vector of G; that is not
orthogonal to 1, can be normalized to be aweight vector as required. Otherwise, aweight vector is
given by w; = y;/17, y; with y; asolution to the linear system G Gy = 14, [6]. Indeed, one can
formulate the solution using the singular value decomposition (SVD) of G;.

Theorem 2.1 Let G be a given matrix of & column vectors. Denote by y the orthogonal projection
of 1;, onto the null space of G and y; = (G G)*1,.1 Then the vector

* y * Yo, Yo #0 29
w_lfy*’ y_{yh Yo =0 (22)

isan optimal solution to min, r,,_, |Gwl.

The problem of solving miny r,,—; ||Gw|| isnot stable if GT'G is singular (has zero eigenvalues) or
nearly singular (has relative small eigenvalues). To regularize the problem, it is suggested in [5] to
solve the regularized linear system replaced

(GTG+AlIGIEDy =1, w=y/1zy (23)

1(.)T denotes the Moore-Penrose generalized inverse of a matrix.
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Figure 2: A 2D data set (o-points) and computed coordinates (dot points) by LLE using different
sets of optimal weight vectors (eft two panels) or regularization weight vectors (right panel).

with asmall positive . Let y(-) be the unique solution to the regularized linear system. One can
prove that w(7y) = y(v)/1 y(v) convergesto w* as~y — 0. However, the convergence behavior of
w(y) is quite uncertain for small v > 0. Infact, if yo # 0 issmal, then w(y) tendstou = —#— at

1Ty,
first and then turnsto the limit value w* = 1#20 eventually. Note that « and w* are orthogonal each

other. InFigure 1, we plot three examples of the error curves ||w(y)—w™*|| (solidline) and ||w(vy) —u||
(dotted line) with different values of ||yo|| for the swiss-roll data. The left two panels show the
metaphase phenomenon clearly, where ||yo|| =~ 0. Therefore, w* can not be well approximated by
w(7y) if v isnot small enough. This partialy explains the instability of LLE.

Other factor that resultsin the instability of LLE is that the learned linear structure by using single
weight vector at each point is brittle. LLE may give awrong embedding even if all weight vector is
well approximated in ahigh accuracy. Itisimaginableif G; isrank reducible since multiple optimal
weight vectorsexist in that case. Figure 2 showsasmall example of N = 20 two-dimensional points
for which LLE failseven if exact optimal weight vectorsare used. We plot three sets of computed 2D
embeddings 7%) (within an optimal affine transformation to the ideal X) by LLE with k = 4 using
two sets of exact optimal weight vectors and one set of weight vectors that solve the regularized
equations, respectively. Theerrors | X — Y| = min,. 1, | X — (17 + LTY))|| between the ideal
set X and the computed sets within optimal affine transformation are large in the example.

The uncertainty of w(+) with small v occurs because of existence of small singular values of G.
Fortunately, it also implies the existence of multiple amost optimal weight vectors simultaneously.
Indeed, if G has s < k small singular values, then there are s approximately optimal weight vectors
that are linear independent on each others. The following theorem characterizes construction of the
approximately optimal weight vectors w©) using the matrix V' of left singular vectors correspond-
ing to the s smallest singular values and bounds the combination errors ||Gw® || in terms of the
minimum of ||Gw|| and the largest one of the s smallest singular values.

Theorem 2.2 Let G € R™** and o1 (G) > ... > 01(G) bethe singular values of G. Denote
w® =1 —a)w* +VH(, L), £=1,---,s,
where V' is the eigenvector matrix of G corresponding to the s smallest right singular values, o =
%HVTLCH, and H isa Householder matrix that satisfies HV 71, = a1,.Then
IGw| < |Gw* || + Tr—s+1 (). (24)
The Householder matrix is symmetric and orthogonal. It is given by H = I — 2hh” with vector

h € R defined asfollows. Let hg = als — V1. If hg = 0, then h = 0. Otherwise, h = H,’;—g”

Note that ||w*|| can be very large when G is approximately singular. In that case, (1 — o))w™ domi-
nates w® and hence w™, . .., w(*) are amost same and numerically linear dependent each others.

Equivalently, W = [w™, ... w)] haslarge condition number cond(W) = %((W”/)) For numer-
ical stability, we replace w* by a regularized weight vector w(+y) like in LLE. This modification
is quite practical in application and, more importantly, it can reinforce the numerically linear inde-
pendence of {w(®}. In our experiment, the construction of the {w(?)} is stable with respect to the

choice of -y. We show an estimation of the condition number cond (W) for the modified W below.



Theorem 2.3 Let W = (1 — a)w(7)17 + VH. Then cond(W) < (1 + V&(1 — a)lw(7)|)2.

3 MLLE: Modified locally linear embedding

It isjustifiable to learn the local structure by multiple optimal weight vectors at each point, rather
than a single one. Though the exact optimal weight vector may be unique, multiple approximately
optimal weight vectors exist by Theorem 2.2. We will use these weight vectors to determine an
improved and more stable embedding. Below we show the details of the modified locally linear
embedding using multiple local weight vectors.

Consider the neighbor set of z; with k; neighbors. Assume that thefirst r; singular values of G; are
large compared with the remaining s; = k; — r; singular values. (We will discuss how to choose it
later.) Let w§1>, e ,wgsﬂ be s; < k linearly independent weight vectors,
wl(z) =(1—a)w(y) + ViH;(:,0), £=1,---,s,.

Here w; () is the regularized solution defined in (2.2) with G = G;, V; is the matrix of G; cor-
responding to the s; smallest right singular values, a; = ﬁ”viﬂ withv; = VI'1y,, and H; isa
Householder matrix that satisfies H; V1, = a;1,.

We look for a d-dimensional embedding {¢1, . .., ¢y}, that minimizes the enbedding cost function

N Si
¢
B(T) =33 |ti— > wilt)? (35)
i=1 =1 jEJ;
with the constraint 777 = I. Denoteby W; = (1 — ai)wq;(v)lfi + V; H; the local weight matrix
and let W; € RN *si be the embedded matrix of WW; into the N-dimensional space such that

WiJiy:) = Wi, W) = =15, W(j,:) =0, j &L= J;u{i}.
The cost function (3.5) can be rewritten as

E(T) = |TWi|} = Te(T Y WWTT) = Tr(ToT"), (3.6)

where ® = 3=, W; W' The minimizer of E(T) isgiven by the matrix T’ = [ua, ..., uq1]T of the
d eigenvectors of ® corresponding to the 2nd to d + 1st smallest eigenvalues.

3.1 Determination of number s; of approximation optimal weight vectors

Obviously, s; should be selected such that oy, s, +1(G;) is relatively small. In genera, if the

data points are sampled from a d-dimensional manifold and the neighbor set is well selected, then

ca(Gi) > 04+1(G;). So s; can be any integer satisfying s; < k; — d, and s; = k; — d isthe

best choice. However because of noise and that the neighborhood is possibly not well selected,

o4+1(G;) may be not relatively small. 1t makes sense to choose s; as large as possible if the ratio
() (4) .

M is small, where AV — 02(G;) are the eigenvalues of GT'G;. There is a trade
AT J J i

ki—s;

between the number of weight vectors and the approximation to || G;w}||. We suggest

P Y
s = max {e <k —d, —Zﬂ—ﬁfj*lmj < n} , (37)
) Z]‘:l >‘j

for agivenn < 1 that isathreshold error. Here d can be over estimated to be d’ > d.

Obvioudly, s; depends on the parameter n monotonically. The smaller 7 is, the smaller s; is, and
of course, the smaller the combination errors for the weight vectors used are. We use an adaptive
strategy to set n as follows. Let p; = Z?;dﬂ )\y)/z?zl )\g.l), i =1,...,N, and reorder {p;}
8 pr, < ... < pry. Then we set 7 to be the middie term of {p; }, n = pr,y .., Where [N/2] is

the nearest integer of IV/2 towards infinity. In general, if the manifold near x; isfloat or has small



curvatures and the neighbors are well selected, p; is smaller than n and s; = k — d. For those
neighbor sets with large local curvatures, p; > nand s; < k; — d. So less number of weight vectors
are used in constructing the local linear structures and the combination errors decrease.

We summarize the Modified Locally linear Embedding (MLLE) algorithm as follows.

Algorithm MLLE (Modified Locally linear Embedding).
1 Foreachi=1,---, N,
1.1 Determineaneighbor set \; = {x;, j € J;} of x;, 4 ¢ J;.
1.2 Compute the regularized solution w; () by (2.3) with asmall v > 0.
1.3 Compute the eigenvalues A{”,..., \{" and eigenvectors vf”, ..., v{" of GTG;. Set
ki i d i
Pi = Zj:d-i—l /\5' )/ijl )‘; g

2. Sort {p;} tobe {pr, } inincreasing order and set n = pr ;-
3. Foreachi=1,---,N,
31 Sets; by BN andset Vi = o)), 1.....0f)), o = 1L Vill.

3.2 Construct ® by using W; = w;(v)1L + V;.

4. Compute the d + 1 smallest eigenvectors of ® and pick up the eigenvector matrix corre-
sponding to the 2nd to d + 1st smallest eigenvalues, and set 7' = [ua, . . ., ug.1]” .

The computational cost of MLLE is almost the same as that of LLE. The additional flops of MLLE
for computing the eigendecomposition of GT'G; is O(k}) and totally O(k*N) with k& = max; k;.
Note that the most computationally expensive steps in both LLE and MLLE are the neighborhood
selection and the computation of the d + 1 eigenvectors of the alignment matrix ¢ corresponding to
small eigenvalues. They cost O(mN?) and O(dN?), respectively. Because k < N, the additional
cost of MLLE isignorable.

4 Ananalysisof MLLE for isometric manifolds

Consider the application of MLLE on an isometric manifold M = f(2) with open set 2 ¢ R¢ and
smooth function f. Assumethat {«;} are sampled from M, z; = f(r;), i =1,..., N. We have

i =Y wiias || = [l = > wyim; || + O(e)), (4.8)
JEJ: JEJ:
due to the isometry of f. If k; > d, then the optimal reconstruction error of 7; should be zero.
So we have that [|z; — >_,c;, wiz;| = O(e?). For the approximately optimal weight vectors
(€

w”), wehave ||z; — 325wz & o, —s,11(Gi) + O(e?). Inversely, if follows from (4.8) that

i —>2se, wgf)fjH ~ oy, —s,+1(Gi) + O(e?). Therefore, denoting T* = 74, ..., 7n], we have
N  s; N
* 14
E(T*) = Z Z I Z wj('i)Tj —7l? < Zsial%ﬁsﬁl(Gi) + O(mlaxef).
i=140=1 jeJ; i=1

For the orthogonalized U of T*,i.e.,, T* = LU and UUT = I,since L = T*UT € R4*4, we have
that o4(L) = 04(T*) and E(U) < E(T*)/o3(T*). Notethat o} _, | (G;) isvery small generally.
So E(U) isaways small and approximately achieves the minimum. Roughly speaking, MLLE can
retrieve the isometric embedding.

5 ComparisontoLTSA

MLLE has similar properties similar to those of LTSA. In this section, we compare MLLE and
LTSA inthelinear dependence of neighbors and alignment matrices. For simplicity, we assume that
r; = d, i.e, k; — d weight vectors are used in MLLE for each neighbor set.



5.1 Linear dependence of neighbors.

The total combination error

ki—d
MLLE Z [ Zw z; _‘%HQ HGZ‘WiH%
(=1 j€eJ;

of z; can be a measure of the linear dependence of the neighborhood N;. To compare it with the
measure of linear dependence defined by LTSA, we denote by z; = i Ill Z. 7, ©; the mean of

members in the whole neighbors of ; including z; itself, and X; = [...,z; — Z;,.. ]jer,. It can
be verified that G, W; = X; W, with W; = W;(I;,:). So eMLLE(N;) = || X, W32
InLTSA, thelinear dependence of V; ismeasured by the total errors

ETIAN) =3 Ny — 70— Qb |? = |1 X: — Qi6ill3 = IX:Vill3,
jel;

where V; is the matrix consists of the right singular vectors of X, corresponding to k; — d smallest
singular values. The MLLE-measure e “LF and the LTSA-measure 74 of neighborhood linear
dependence are similar,

MELB(NG) = | X, Wil%, | Xl & min, £ < ki —d,
TN = |X Vil = min | XiZ|[3

5.2 Alignment matrices.

Both MLLE and LTSA minimize atrace function of an alignment matrix ¢ to obtain an embedding,
mingpr_; trace(T®TT). The aignment matrix can be written in the same form

N
=) S5,
=1

where S; is a selection matrix consisting of the columns j € I; of the large identity matrix of order
N. InLTSA, the local matrix ®; is given by the orthogona projection, i.e. X754 = VVT
[10]. For MLLE, ®}MFEE = W; W[, Itisinteresting that the range space of W; span(W¥;) and the
range space span(V;) of V; aretightly close each other if the reconstruction error of z; issmall. The
following theorem gives an upper bound of the closeness using the distance dist(W;, V;) between
span(W) and span(V;) that denotes the largest angle between the two subspaces. (See [4] for
discussion about distance of subspaces.)

Theorem 5.1 Let Gl = [ T — Ty '}jej,i. Then diSt(VVi, ‘N/L) < %

6 Experimental Results.

In this section, we present several numerical examples to illustrate the performance of MLLE algo-
rithm. The test data sets include simulated date sets and real world examples.

First, we compare Isomap, LLE, LTSA, and MLLE on the Swiss roll with a hole. The data points
generated from a rectangle with a missing rectangle strip punched out of the center and then the
resulting Swiss roll is not convex. We run these four algorithms with £ = 10. In the top middle of
Figure 3, we plot the computed coordinates by |somap, and there is a dilation of the missing region
and a warp on the rest of the embedding. As seen in the top right of Figure 3, there is a strong
distortion on the computed coordinates by LLE. Aswe have shown in the bottom of Figure 3, LTSA
and MLLE perform well.

We now compare MLLE and LTSA for a 2D manifold with 3 peaks embedded in 3D space. We
generate N = 1225 3D-points x; = [t;, si, h(t:,s:)]T, wheret; and s; are uniformly distributed in
theinterval [—1.5,1.5] and h(t, s) is defined by

h(t, s) = 6710((t70.5)2+(570.5)2) B 6—10(t2+(s+1)2) B 6710((1+t)2+52).



Figure 3: Left column: Swiss-roll data and generating coordinates with a missing rectangle. Middle
column; computed results by Isomap and LTSA. Right column: results of LLE and MLLE.

LTSA

Figure 4. Left column:Plots of the 3-peak data and the generating coordinates. Right column:
Results of LTSA and MLLE.

See the l€eft of Figure 4 for the data points and the generating parameters. It is easy to show that the
manifold parameterized by f(t,s) = [t, s, h(t,s)]! is approximately isometric since the Jacobian
J(t,s) is orthonormal approximately. In the right of Figure 4, we plot the computed coordinates
by LTSA and MLLE with & = 12. The deformations of the computed coordinates by LTSA near
the peaks are prominent because the curvature of the 3-peak manifold varies very much. This bias
can be reduced by the modified curvature model of LTSA proposed in [8]. MLLE can recover the
generating parameter perfectly up to an affine transformation.

Next, we consider a data set containing N = 4400 handwritten digits ('2'-'5’) with 1100 examples
of each class. The gray scaleimages of handwritten numeralsare at 16 x 16 resolution and converted
m = 256 dimensional vectors’. The data points are mapped into a 2-dimensional space using LLE
and MLLE respectively. These experiments are shown in Figure 5. It is clear that MLLE performs
much better than LLE. Most of the digit classes (digits’2'-'5" are marked by 'o’, ’¢’, '>" and ' A’
respectively) are well clustered in the resulting embedding of MLLE.

Finally, we consider application of MLLE and LLE on the real data set of 698 face images with
variations of two pose parameters (left-right and up-down) and one lighting parameter. The image
size is 64-by-64 pixel, and each image is converted to an m = 4096 dimensional vector. We apply
MLLE with £ = 14 and d = 3 on the data set. The first two coordinates of MLLE are plotted in
the middle of Figure 6. We also extract four paths along the boundaries of the set of the first two
coordinates, and display the corresponding images along each path. These components appear to
capture well the pose and lighting variations in a continuous way.
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