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Abstract 

A modular analogue neuro-chip set with on-chip learning capability is 
developed for active noise canceling. The analogue neuro-chip set 
incorporates the error backpropagation learning rule for practical 
applications, and allows pin-to-pin interconnections for multi-chip 
boards. The developed neuro-board demonstrated active noise 
canceling without any digital signal processor. Multi-path fading of 
acoustic channels, random noise, and nonlinear distortion of the loud 
speaker are compensated by the adaptive learning circuits of the 
neuro-chips. Experimental results are reported for cancellation of car 
noise in real time. 

1 INTRODUCTION 

Both analog and digital implementations of neural networks have been reported. 
Digital neuro-chips can be designed and fabricated with the help of well-established 
CAD tools and digital VLSI fabrication technology [1]. Although analogue neuro­
chips have potential advantages on integration density and speed over digital chips[2], 
they suffer from non-ideal characteristics of the fabricated chips such as offset and 
nonlinearity, and the fabricated chips are not flexible enough to be used for many 
different applications. Also, much careful design is required, and the fabricated chip 
characteristics are fairly dependent upon fabrication processes. 

For the implementation of analog neuro-chips, there exist two different approaches, i.e., 
with and without on-chip learning capability [3,4], Currently the majority of analog 
neuro-chips does not have learning capability, while many practical applications 
require on-line adaptation to continuously changing environments, and must have on­
line adaptation learning capability. Therefore neuro-chips with on-chip learning 
capability are essential for such practical applications. Modular architecture is also 
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advantageous to provide flexibility of implementing many large complex systems from 
same chips. 

Although many applications have been studied for analog neuro-chips, it is very 
important to find proper problems where analog neuro-chips may have potential 
advantages over popular DSPs. We believe applications with analog input/output 
signals and high computational requirements are those good problems. For example, 
active noise controls [5] and adaptive equalizers [6,7] are good applications for analog 
neuro-chips. 

In this paper we report a demonstration of the active noise canceling, which may have 
many applications in real world. A modular analog neuro-chip set is developed with 
on-chip learning capability, and a neuro-board is fabricated from multiple chips with 
PC interfaces for input and output measurements. Unlike our previous implementations 
for adaptive equalizers with binary outputs [7], both input and output values are 
analogue in this noise canceling. 

..-.---1-1 .... 0 

II' xl, ~t---(~.-~-.lI'"'"'"iI---.. (~ ~ ._._.- i') 

Figure 1. Block diagram of a synapse cell Figure 2. Block diagram of a neuron cell 

2 ANALOG NEURO-CHIP WITH ON-CHIP LEARNING 

We had developed analog neuro-chips with error backpropagation learning capability. 
With the modular architecture the developed analog neuro-chip set consists of a 
synapse chip and a neuron chip.[8] The basic cell of the synapse chip is shown in 
Figure 1. Each synapse cell receives two inputs, i.e., pre-synaptic neural activation x 
and error correction term 8, and generates two outputs, i.e., feed-forward signal wx and 
back-propagated error w8. Also it updates a stored weight w by the amount of x8. 
Therefore, a synapse cell consists of three multiplier circuits and one analogue storage 
for the synaptic weight. Figure 2 shows the basic cell in the neuron chip, which collects 
signals from synapses in the previous layer and distributes to synapses in the following 
layer. Each neuron body receives two inputs, i.e., post-synaptic neural activation 0 and 
back-propagated error 8 from the following layer, and generates two outputs, i.e., 
Sigmoid-squashed neural activation 0 and a new backpropagated error 8 multiplied by 
a bell-shaped Sigmoid-derivative. The backpropagated error may be input to the 
synapse cells in the previous layer. 

To provide easy connectivity with other chips, the two inputs of the synapse cell are 
represented as voltage, while the two outputs are as currents for simple current 
summation. On the other hand the inputs and outputs of the neuron cell are represented 
as currents and voltages, respectively. For simple pin-to-pin connections between chips, 
one package pin is maintained to each input and output of the chip. No time-
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multiplexing is introduced, and no other control is required for multi-chip and multi­
layer systems. However, it makes the number of package pins the main limiting factor 
for the number of synapse and neuron cells in the developed chip sets. 

Although many simplified multipliers had been reported for high-density integration, 
their performance is limited in linearity, resolution, and speed. For on-chip learning, it 
is desirable to have high precision, and a faithful implementation of the 4-quadranr 
Gilbert multipliers is used. Especially, the mUltiplier for weight updates in the synapse 
cell requires high precision.[9] The synaptic weight is stored on a capacitor, and an 
MaS switch is used to allow current flow from the multiplier to the capacitor during a 
short time interval for weight adaptation. For applications like active noise controls [5] 
and telecommunications [6,7], tapped analog delay lines are also designed and 
integrated in the synapse chip. To reduce offset accumulation, a parallel analog delay 
line is adopted. Same offset voltage is introduced for operational amplifiers at all 
nodes [10] . Diffusion capacitors with 2.2 pF are used for the storage of the tapped 
analog delay line. 

In a synapse chip 250 synapse cells are integrated in a 25xl0 array with a 25-tap 
analog delay line. Inputs may be applied either from the analog delay line or from 
external pins in parallel. To select a capacitor in the cell for refresh, decoders are 
placed in columns and rows. The actual size of the synapse cell is 14111m x 17911m, 
and the size of the synapse chip is 5.05mm x 5.05mm. The chip is fabricated in a 
0.811m single-poly CMOS process. On the other hand, the neuron chip has a very 
simple structure, which consists of 20 neuron cells without additional circuits. The 
Sigmoid circuit [3] in the neuron cell uses a differential pair, and the slope and 
amplitude are controlled by a voltage-controlled resistor [II]. Sigmoid-derivative 
circuit is also using differential pair with min-select circuit. The size of the neuron cell 
is 177.2I1m x 62.4l1m. 
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Figure 3: Block diagram of the analog neuro-board 
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Using these chip sets, an analog neuro-system is constructed. Figure 3 shows a brief 
block diagram of the analog neuro-system, where an analogue neuro-board is 
interfaced to a host computer through a GDAB (General Data Acquisition Board). The 
GDAB board is specially designed for the data interface with the analogue neuro-chips. 
The neuro-board has 6 synapse chips and 2 neuron chips with the 2-layer Perceptron 
architecture. For test and development purposes, a DSP, ADC and DAC are installed 
on the neuro-board to refresh and adjust weights. 

Forward propagation time of the 2 layers Perceptron is measured as about 30 f..lsec. 
Therefore the computation speed of the neuro-board is about 266 MCPS (Mega 
Connections Per Second) for recall and about 200 MCUPS (Mega Connections 
Updates Per Second) for error backpropagation learning. To achieve this speed with a 
DSP, about 400 MIPS is required for recall and at least 600 MIPS for error-back 
propagation learning. 
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Figure 4: Structure of a feedforward active noise canceling 
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3 ACTIVE NOISE CANCELING USING NEURO-CHIP 

Basic architecture of the feed forward active noise canceling is shown in Figure 4. An 
area near the microphone is called "quiet zone," which actually means noise should be 
small in this area. Noise propagates from a source to the quiet zone through a 
dispersive medium, of which characteristics are modeled as a finite impulse response 
(FIR) filter with additional random noise. An active noise canceller should generate 
electric signals for a loud speaker, which creates acoustic signals to cancel the noise at 
the quiet zone. In general the electric-to-acoustic signal transfer characteristics of the 
loud speaker is nonlinear, and the overall active noise canceling (ANC) system also 
becomes nonlinear. Therefore, multilayer Perceptron has a potential advantage over 
popular transversal adaptive filters based on linear-mean.-square (LMS) error 
minimization. 

Experiments had been conducted for car noise canceling. The reference signal for the 
noise source was extracted from an engine room, while a compact car was running at 
60 kmlhour. The difference of the two acoustic channels, i.e., H(z) = C1 (z) / C2 ( z) , 

addition noise n, and nonlinear characteristics of the loud speaker need be 
compensated. Two different acoustic channels are used for the experiments. The first 

channel Hl (z) = 0.894 + 0.447z-1 is a minimum phase channel, while the second non-
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minimum phase channel H2 (z) = 0.174 + 0.6z -I + 0.6z -2 + 0.174z -3 characterizes 

frequency-selective multipath fading with a deep spectral amplitude null. A simple 
cubic distortion model was used for the characteristics of the loud speaker.[12] To 
compare performance of the neuro-chip with digital processors, computer simulation 
was first conducted with error backpropagation algorithm for a single hidden-layer 
Perceptron as well as the LMS algorithm for a transversal adaptive filter. Then, the 
same experimental data were provided to the developed neuro-board by a personal 
computer through the GDAB. 
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Figure 5: Noise Reduction Ratio (dB) versus Signal-to-Distortion Ratio (dB) for (a) a 
simple acoustic channel HI (z) and (b) a multi-path fading acoustic channel H2 (z) _ 

Here, '+', '*', 'x', and '0' denote results ofLMS algorithm, neural networks simulation, 
neural network simulation with 8-bit input quantization, and neuro-chips, respectively_ 
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Results for the channels HI (z) and H2 (z) are shown in Figures 5(a) and 5(b), 

respectively. Each point in these figures denotes the result of one experiment with 
different parameters. The horizontal axes represent Signal-to-Distortion Ratio (SDR) 
of the speaker nonlinear characteristics. The vertical axes represent Noise Reduction 
Ratio (NRR) of the active noise canceling systems. As expected, severe nonlinear 
distortion of the loud speaker resulted in poor noise canceling for the LMS canceller. 
However, the performance degradation was greatly reduced by neural network 
canceller. With the neuro-chips the performance was worse than that of computer 
simulation. Although the neuro-chip demonstrated active noise canceling and worked 
better than LMS cancellers for very small SDRs, i.e. , very high nonlinear distortions, 
its performance became saturated to -8 dB and -5 dB NRRs, respectively. The 
performance saturation was more severe for the harder problem with the complicated 
H 2 (z ) channel. 

The performance degradation with neuro-chips may come from inherent limitations of 
analogue chips such as limited dynamic ranges of synaptic weights and signals, 
unwanted offsets and nonlinearity, and limited resolution of the learning rate and 
sigmoid slope. [9] However, other side effects of the GDAB board, i.e., fixed resolution 
of AID converters and D/A converters for data 110, also contributed to the performance 
degradation. The input and output resolutions of the GDAB were J 6 bit and 8 bit, 
respectively. Unlike actual real-world systems the input values of the experimental 
analogue neuro-chips are these 8-bit quantized values. As shown in Figures 5, results 
of the computer simulation with 8-bit quantized target values showed much degraded 
performance compared to the floating-point simulations. Therefore, a significant 
portion of the poor performance in the experimental analogue system may be 
contributed from the AID converters, and the analogue system may work better in real 
world systems. 

Actual acoustic signals are plotted in Figure 6. The top, middle, and bottom signals 
denote noise , negated speaker signal, and residual noise at the quiet zone, respectively. 

Figure 6: Examples of noise, negated loud-speaker canceling signal, and residual error 
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4 CONCLUSION 

In this paper we report an experimental results of active noise canceling using analogue 
neuro-chips with on-chip learning capability. Although the its performance is limited 
due to nonideal characteristics of analogue chip itself and also peripheral devices, it 
clearly demonstrates feasibility of analogue chips for real world applications. 
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