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Abstract 

Deciding the appropriate representation to use for modeling human 
auditory processing is a critical issue in auditory science. While engi­
neers have successfully performed many single-speaker tasks with LPC 
and spectrogram methods, more difficult problems will need a richer 
representation. This paper describes a powerful auditory representation 
known as the correlogram and shows how this non-linear representation 
can be converted back into sound, with no loss of perceptually impor­
tant information. The correlogram is interesting because it is a neuro­
physiologically plausible representation of sound. This paper shows 
improved methods for spectrogram inversion (conventional pattern 
playback), inversion of a cochlear model, and inversion of the correlo­
gram representation. 

1 INTRODUCTIONl 

My interest in auditory models and perceptual displays [2] is motivated by the problem of 
sound understanding, especially the separation of speech from noisy backgrounds and 
interfering speakers. The correlogram and related representations are a pattern space 
within which sounds can be "understood" and "separated" [3][4]. I am therefore interested 
in resynthesizing sounds from these representations as a way to test and evaluate sound 
separation algorithms, and as a way to apply sound separation to problems such as speech 
enhancement. The conversion of sound to a correlogram involves the intermediate repre­
sentation of a cochleagram, as shown in Figure 1, so cochlear-model inversion is 
addressed as one piece of the overall problem. 

1. Much of this work was performed by Malcolm Slaney, Daniel Naar and Rich­
ard F. Lyon while all three were employed at Apple Computer. The mathematical 
details of this work were presented at the 1994ICASSP[I]. 
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Figure 1. Three stages in low-level auditory perception are shown here. Sound waves are con­
verted into a detailed representation with broad spectral bands, known as cochleagrams. The 
correlogram then summarizes the periodicities in the cochleagram with short-time autocorrela­
tion. The result is a perceptual movie synchronized to the acoustic signal. The two inversion 
problems addressed in this work are indicated with arrows from right to left 

There are three factors which can be used to judge the quality of an auditory model: psy­
choacoustic comparisons, neurophysiological plausibility, and does it represent the per­
ceptually relevant information? First, the correlogram has been shown to simply and 
accurately predict human pitch perception [5]. The neurophysiological basis for the corre­
logram has not been found, but there are neural circuits performing the same calculation in 
the mustached bat's echolocation system [6]. Finally, from an information representation 
point of view, does the correlogram preserve the salient information? The results of this 
paper show that no information has been lost. Since the psychoacoustic, neurophysiologi­
cal, and information representation measures are all positive, perhaps the correlogram is 
the basis of most auditory processing. 

The inversion techniques described here are important because they allow us to readily 
evaluate the results of sound separation models that "zero out" unwanted portions of the 
signal in the correlogram domain. This work extends the convex projection approach of 
Irino [7] and Yang [8] by considering a different cochlear model, and by including the cor­
relogram inversion. The convex projection approach is well suited to "filling in" missing 
information. While this paper only describes the process for one particular auditory 
model, the techniques are equally useful for other models. 

This paper describes three aspects of the problem: cochleagram inversion, conversion of 
the correlogram into spectrograms, and spectrogram inversion. A number of reconstruc­
tion options are explored in this paper. Some are fast, while other techniques use time-con­
suming iterations to produce reconstructions perceptually equivalent to the original sound. 
Fast versions of these algorithms could allow us to separate a speaker's voice from the 
background noise in real time. 

2 COCHLEAGRAM INVERSION 

Figure 2 shows a block diagram of the cochlear model [9] that is used in this work. The 
basis of the model is a bank of filters, implemented as a cascade of low-pass filters, that 
splits the input signal into broad spectral bands. The output from each filter in the bank is 
called a channel. The energy in each channel is detected and used to adjust the channel 
gain, implementing a simple model of auditory sensitivity adaptation, or automatic gain 
control (AGe). The half-wave rectifier (HWR) detection nonlinearity provides a wave­
form for each channel that roughly represents the instantaneous neural firing rate at each 
position along the cochlea. 
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Figure 2. Three stages of the simple cochlear model used in this paper are shown above. 
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The cochleagram is converted back into sound by reversing the three steps shown in Fig­
ure 2. First the AGe is divided out, then the negative portions of each cochlear channel are 
recovered by using the fact that each channel is spectrally limited. Finally, the cochlear fil­
ters are inverted by running the filters backwards, and then correcting the resulting spec­
tral slope. 

The AGe stage in this cochlear model is controlled by its own output. It is a combination 
of a multiplicative gain and a simple first-order filter to track the history of the output sig­
nal. Since the controlling signal is directly available, the AGe can be inverted by tracking 
the output history and then dividing instead of multiplying. The performance of this algo­
rithm is described by Naar [10] and will not be addressed here. It is worth noting that AGe 
inversion becomes more difficult as the level of the input signal is raised, resulting in more 
compression in the forward path. 

The next stage in the inversion process can be done in one of two ways. After AGC inver­
sion, both the positive values of the signal and the spectral extant of the signal are known. 
Projections onto convex sets [11], in this case defined by the positive values of the detec­
tor output and the spectral extant of the cochlear filters, can be used to find the original 
signal. This is shown in the left half of Figure 3. Alternatively, the spectral projection filter 
can be combined with the next stage of processing to make the algorithm more efficient. 
The increased efficiency is due to better match between the spectral projection and the 
cochlear filterbank, and due to the simplified computations within each iteration. This is 
shown in the right half of Figure 3. The result is an algorithm that produces nearly perfect 
results with no iterations at all. 
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Figure 3. There are two ways to use convex projections to recover the information lost 
by the detectors. The conventional approach is shown on the left. The right figure 
shows a more efficient approach where the spectral projection has been combined with 
the filterbank inversion 

Finally, the multiple outputs from the cochlear filterbank are converted back into a single 
waveform by correcting the phase and summing all channels. In the ideal case, each 
cochlear channel contains a unique portion of the spectral energy, but with a bit of phase 
delay and amplitude change. For example, if we run the signal through the same filter the 
spectral content does not change much but both the phase delay and amplitude change will 
be doubled. More interestingly, if we run the signal through the filter backwards, the for­
ward and backward phase changes cancel out. After this phase correction, we can sum all 
channels and get back the Original waveform, with a bit of spectral coloration. The spec­
tral coloration or tilt can be fixed with a simple filter. A more efficient approach to correct 
the spectral tilt is to scale each channel by an appropriate weight before summing, as 
shown in Figure 4. The result is a perfect reconstruction, over those frequencies where the 
cochlear filters are non-zero. 

Figure 5 shows results from the cochleagram inversion procedure. An impulse is shown on 
the left, before and after 10 iterations of the HWR inversion (using the algorithm on the 
right half of Figure 3). With no iterations the result is nearly perfect, except for a bit of 
noise near the center. The overall curvature of the baseline is due to the fact that informa-
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Figure 4. Two approaches are shown here to invert the filterbank. The left diagram shows the 
normal approach, the right figure shows a more efficient approach where the spectral-tilt filter 
is converted to a simple multiplication. 
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tion near DC has been lost as it travels through the auditory system and there is no way to 
recover it with the information that we have. A more interesting example is shown on the 
right. Here the word "tap" 1 has been reconstructed, with and without the AGC inversion. 
With the AGe inversion the result is nearly identical to the original. The auditory system 
is very sensitive to onsets and quickly adapts to steady state sounds like vowels. It is inter­
esting to compare this to the reconstruction withoutAGC inversion. Without the AGC, the 
result is similar to what the ear hears, the onsets are more prominent and the vowels are 
deemphasized. This is shown in the right half of Figure 5. 

Impulse inversion 
with no iterations 

Impulse iteration 
with 10 iterations 

"Tap" reconstruction "Tap" Reconstruction 
with AGC Inversion without AGC Inversion 

Figure 5. The cochlear reconstructions of an impulse and the word "tap" are shown here. The 
first and second reconstructions show an impulse reconstruction with and without iterations. 
The third and fourth waveforms are the word "tap" with and without the AGe inversion. 

3 CORRELOGRAM INVERSION 

The correlogram is an efficient way to capture the short-time periodicities in the auditory 
signal. Many mechanical measurements of the cochlea have shown that the response is 
highly non-linear. As the signal level changes there are large variations in the bandwidth 
and center frequency of the cochlear response. With these kinds of changes, it is difficult 
to imagine a system that can make sense of the spectral profile. This is especially true for 
decisions like pitch determination and sound separation. 

But through all these changes in the cochlear filters, the timing information in the signal is 
preserved. The spectral profile, as measured by the cochlea, might change, but the rate of 
glottal pulses is preserved. Thus I believe the auditory system is based on a representation 
of sound that makes short-time periodicities apparent. One such representation is the cor­
relogram. The correlogram measures the temporal correlation within each channel, either 
using FFfs which are most efficient in computer implementations, or neural delay lines 
much like those found in the binaural system of the owl. 

1. The syllable "tap", samples 14000 through 17000 of the "trainldr5/fcdfll 
sxl06/sx106.adc" utterance on the TIMIT Speech Database, is used in all voiced 
examples in this paper. 
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The process of inverting the correlogram is simplified by noting that each autocorrelation 
is related by the Fourier transform to a power spectrum. By combining many power spec­
trums into a picture, the result is a spectrogram. This process is shown in Figure 6. In this 
way, a separate spectrogram is created for each channel. There are known techniques for 
converting a spectrogram, which has amplitude information but no phase information, 
back into the original waveform. The process of converting from a spectrogram back into 
a waveform is described in Section 4. The correlogram inversion process consists of 
inverting many spectrograms to form an estimate of a cochleagram. The cochleagram is 
inverted using the techniques described in Section 2. 
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Figure 6. Correlogram inversion is possible by noting that each row of the correlogram con­
tains the same information as a spectrogram of the same row of cochleagram output. By con­
verting the correlogram into many spectrograms, the spectrogram inversion techniques 
described in Section 4 can be used. The lower horizontal stripe in the spectrogram is due to the 
narrow passband of the cochlear channel. Half-wave rectification of the cochlear filter output 
causes the upper horizontal stripes. 

One important improvement to the basic method is possible due to the special characteris­
tics of the correlogram. The essence of the spectrogram inversion problem is to recover 
the phase information that has been thrown away. This is an iterative procedure and would 
be costly ifit had to be performed on each channel. Fortunately, there is quite a bit of over­
lap between cochlear channels. Thus the phase recovered from one channel can be used to 
initialize the spectrogram inversion for the next channel. A difficulty with spectrogram 
inversion is that the absolute phase is lost. By using the phase from one channel to initial­
ize the next, a more consistent set of cochlear channel outputs is recovered. 

4 SPECTROGRAM INVERSION 

While spectrograms are not an accurate model of human perception, an implementation of 
a correlogram includes the calculation of many spectrograms. Mathematically, an autocor­
relation calculation is similar to a spectrogram or short-time power spectrum. One column 
of a conventional spectrogram is related to an autocorrelation of a portion of the original 
waveform ~y a Fourier transform (see Figure 6). Unfortunately, the final representation of 
both spectrograms and autocorrelations is missing the phase information. The main task of 
a spectrogram inversion algorithm is to recover a consistent estimate ofthe missing phase. 
This process is not magical, it can only recover a signal that has the same magnitude spec­
trum as the original spectrogram. But the consistency constraint on the time evolution of 
the signal power spectrum also constrains the time evolution of the spectral phase. 
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The basic procedure in spectrogram inversion [12] consists of iterating between the time 
and the frequency domains. Starting from the frequency domain, the magnitude but not 
the phase is known. As an initial guess, any phase value can be used. The individual power 
spectra are inverse Fourier transformed and then summed to arrive at a single waveform. 
If the original spectrogram used overlapping windows of data, the information from adja­
cent windows either constructively or destructively interferes to estimate a waveform. A 
spectrogram of this new data is calculated, and the phase is now retained. We know the 
original magnitude was correct. Thus we can estimate a better spectrogram by combining 
the original magnitude information with the new phase information. It can be shown that 
each iteration will reduce the error. 

Figure 7 shows an outline of steps that can be used to improve the consistency of phase 
estimates during the first iteration. As each portion of the waveform is added to the esti­
mated signal, it is possible to add a linear phase so that each waveform lines up with the 
proceedings segments. The algorithm described in the paragraph above assumes an initial 
phase of zero. A more likely phase guess is to choose a phase that is consistent with the 
existing data. The result with no iterations is a waveform that is often closer to the original 
than that calculated assuming zero initial phase and ten iterations. 

The total computational cost is minimized by combining these improvements with the ini­
tial phase estimates from adjacent channels of the correlogram. Thus when inverting the 
first channel of the correlogram, a cross-correlation is used to pick the initial phase and a 
few more iterations insure a consistent result. After the first channel, the phase of the pro­
ceeding channel is used to initialize the spectrogram inversion and only a few iterations 
are necessary to fine tune the waveform. 
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Figure 7. A procedure for adjusting the phase of new segments when inverting a spectrogram is 
shown above. As each new segment (bottom left) is converted from a power spectrum into a 
waveform, a linear phase is added to maximize the fit with the existing segments (top left.) The 
amount of rotation is determined by a cross correlation (middle). Adding the new segment with 
the proper rotation (top right) produces the new waveform (bottom right.) 
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5 PUTTING IT TOGETHER 

This paper has described two steps to convert a correlogram into a sound. These steps are 
detailed below: 

I) For each row of the correlogram: 
a) Convert the autocorrelation data into power spectrum (Section 

3). 
b) Use spectrogram inversion (Section 4) to convert the spectro­

grams into an estimate of cochlear channel output. 
c) Assemble the results of spectrogram inversion into an estimate 

of the cochleagram. 
2) Invert the cochleagram using the techniques described in Section 2. 

This process is diagrammed in Figures I and 6. 

6 RESULTS 

Figure 8 shows the results of the complete reconstruction process for a 200Hz impulse 
train and the word "tap." In both cases, no iterations were performed for either the spectro­
gram or filterbank inversion. More iterations reduce the spectral error, but do not make the 
graphs look better or change the perceptual quality much. It is worth noting that the "tap" 
reconstruction from a correlogram looks similar to the cochleagram reconstruction with­
out the AGC (see Figure 5.) Reducing the level of the input signal, thus reducing the 
amount of compression performed by the AGC, results in a correlogram reconstruction 
similar to the original waveform. 
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Figure 8. Reconstructions from the correlogram representation of an impulse train and the word 
"tap" are shown above. Reducing the input signal level, thus minimizing the effect of errors 
when inverting the AGe, produces results identical to the original "tap." 

It is important to note that the algorithms described in this paper are designed to minimize 
the error in the mean-square sense. This is a convenient mathematical definition, but it 
doesn't always correlate with human perception. A trivial example of this is possible by 
comparing a waveform and a copy of the waveform delayed by lOms. Using the mean­
squared error, the numerical error is very high yet the two waveforms are perceptually 
equivalent. Despite this, the results of these algorithms based on mean-square error do 
sound good. 

7 CONCLUSIONS 

This paper has described several techniques that allow several stages of an auditory model 
to be converted back into sound. By converting each row of the correlogram into a spec­
trogram, the spectrogram inversion techniques of Section 4 can be used. The special char­
acteristics of a correlogram described in Section 3 are used to make the calculation more 
efficient. Finally, the cochlear filterbank can be inverted to recover the original waveform. 
The results are waveforms, perceptually identical to the original waveforms. 
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These techniques will be especially useful as part of a sound separation system. I do not 
believe that our auditory system resynthesizes partial waveforms from the auditory scene. 
Yet, all research systems generate separated sounds so that we can more easily perceive 
their success. More work is still needed to fine-tune these algorithm and to investigate the 
ability to reconstruct sounds from partial correlograms. 
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